
in the Notch1(11–13)–DLL4SLP(N-EGF2) complex
to clarify their effect on receptor binding (fig.
S7B) (39). The majority of AGS mutations are
predicted to disrupt disulfide bond formation,
perturb the hydrophobic core of the MNNL do-
main, or interfere with inter-EGF packing. How-
ever, mutations at conserved Thr110 and Tyr179

residues would directly affect binding, whereas
other mutations at Gly28, Pro112, and Val151 posi-
tions could indirectly influence interactions by
distorting the MNNL-DSL linker (fig. S7B). No-
tably, one AGS patient had a Jagged1 mutation
analogous to the DLL4 G28S mutation isolated
from our affinity maturation experiments, raising
the possibility that the mutation disrupts Notch
binding in the context of Jagged1 (fig. S7B) (40).

Implications for therapeutic targeting of
the Notch pathway

The distinct pathologies linked to Notch recep-
tors and ligands necessitates the development of
more precisely targeted therapies. For example,
Notch1 mutations are associated with leukemia
and aortic valve disease, Notch3 mutations with
cerebral autosomal dominant arteriopathy with
subcortical infarcts and leukoencephalopathy, and
Jagged1/Notch2mutations with AGS (39, 41–44).
Physiological processes can also be differential-
ly regulated by ligands, evidenced by the op-
posing roles of Jagged1 and DLL4 in angiogenesis
and the role of the Notch1-DLL4 axis in lymphatic
development and the lymphatic system (45, 46).
Certain advantages of receptor-specific therapeu-
tics have begun to emerge in studies describing the
inhibition of tumor growth by Notch1-antagonist
antibodies and the control of graft-versus-host
disease by DLL1/4-antagonist antibodies (47, 48).
The Notch1(11–13)–DLL4SLP(N-EGF1) structure
provides new insights toward the development
of receptor- and ligand-specific drugs. Antibodies
against Notch EGF11 and 12 reportedly have
limited effectiveness in cellular assays; based
on the structure, this is likely due to occlusion of
relevant protein epitopes by the Ser435 O-glucose
and Thr466 O-fucose moieties (49). More effective
therapeutic targeting of EGF11 and 12 may be
achieved with engineered high-affinity ligands
such as those presented here, which have co-
evolved with Notch receptors to accommodate
O-glycan binding.
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QUANTUM ENGINEERING

Confining the state of light to a
quantum manifold by engineered
two-photon loss
Z. Leghtas,1* S. Touzard,1 I. M. Pop,1 A. Kou,1 B. Vlastakis,1 A. Petrenko,1 K. M. Sliwa,1

A. Narla,1 S. Shankar,1 M. J. Hatridge,1 M. Reagor,1 L. Frunzio,1 R. J. Schoelkopf,1

M. Mirrahimi,2,1 M. H. Devoret1

Physical systems usually exhibit quantum behavior, such as superpositions and entanglement,
only when they are sufficiently decoupled from a lossy environment. Paradoxically, a specially
engineered interaction with the environment can become a resource for the generation and
protection of quantum states.This notion can be generalized to the confinement of a system into a
manifold of quantum states, consisting of all coherent superpositions of multiple stable steady
states.We have confined the state of a superconducting resonator to the quantummanifold
spanned by two coherent states of opposite phases and have observed a Schrödinger cat state
spontaneously squeeze out of vacuum before decaying into a classical mixture.This experiment
points toward robustly encoding quantum information inmultidimensional steady-statemanifolds.

S
tabilizing the state of a system in the
vicinity of a predefined state despite the
presence of external perturbations plays
a central role in science and engineering.
On a quantum system, stabilization is a

fundamentally more subtle process than on a
classical system, as it requires an interaction
that, quantum mechanically, is always invasive.

The mere act of learning something about a
system perturbs it. Carefully designed nonde-
structive quantum measurements have recently
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been incorporated in feedback loops to stabi-
lize a single quantum state (1–4). Alternatively,
adequately engineering an interaction with an
auxiliary dissipative system, termed “engineered

dissipation,” can also stabilize a single quantum
state (5–8).
Can engineereddissipationprotect all unknown

superpositions of two states, thus protecting quan-

tum information? In fact, the static randomaccess
memory of a computer chip dynamically stabi-
lizes the states representing 0 and 1 by combining
the energy supply and dissipation, providing fast
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Fig. 1. Schematic of the experiment. (A) Con-
finement of a quantum state belonging to a large
Hilbert space into a 2D quantum manifold. The
outer and inner cubes form a hypercube repre-
senting a multidimensional Hilbert space. The in-
ner blue sphere represents the manifold of states
spanned by the two coherent states jTa∞〉. Quan-
tum states such as the even and odd Schrödinger
cat states jCT

a∞ 〉 ¼ N ðja∞〉 T j−a∞〉Þ also belong to
this manifold, where N is a normalization factor.
Stabilizing forces direct all states toward the inner
sphere without inducing any rotation in this sub-
space, as indicated by the purple arrows. (B) Two
superconducting cavities are coupled through a
Josephson junction. Pump and drive microwave
tones are applied to the readout, creating the
appropriate nonlinear interaction, which generates
a coherent superposition of steady states in the
storage. The readout output port is connected to
an amplifier chain [(17), section 1.2]. Direct Wigner
tomography of the storage is performed using its
input port and the qubit mode. Q stands for
“quality factor.” (C) Schematic spectrum of differ-
ent modes involved in the experiment. The pump and drive tones are shown as vertical arrows. (D and E) Four-wave processes involved in the nonlinear
damping and nonlinear drive, respectively, experienced by the storage. In (D), two photons of the storage combine and convert, stimulated by the pump tone,
into a readout photon that is irreversibly radiated away by the transmission line. This process is balanced by the conversion of the drive tone, which, in the
presence of the pump, creates two photons in the storage (E).

Fig. 2. Conversion of readout photons into pairs of storage photons. (A
and B) CW spectroscopy of the readout in presence of the pump tone. The
grayscale represents transmitted power of the probe tone through the read-
out as a function of probe frequency (horizontal axis) and pump frequency
(vertical axis). In the top panel of (A), the usual Lorentzian response develops
a sharp and deep dip, signaling conversion of probe photons into storage
photons. The dip frequency wdip(wp) decreases as the pump frequency
increases. In the lower panel of (A), we plot Df = wdip/2p – (2ws – wp)/2p for
each dip and see that the deviation of the data (open circles) to the theory
(full line: Df = 0) is only of the order of 0.24 MHz over a span of 20 MHz.The
Stark-shifted value of ws due to the pump is used [(17), fig. S5]. (B) Cut of the

gray-scale map (A) at wp/2p = 8.011 GHz. (C) Conversion seen from the
storage, represented as the probability of not being in the vacuum state, as a
function of drive frequency. The dashed and full lines in (B) and (C) are the
result of a numerical computation of the steady-state density matrix of the
system with Hamiltonian (Eq. 2) and loss operators

ffiffiffiffiffi
ks

p
as;

ffiffiffiffiffi
kr

p
ar , sweeping

the drive frequency and keeping the pump frequency fixed. All parameters
entering in theoretical predictions were measured or estimated indepen-
dently. However, in (C) the theory was rescaled by a factor of 0.76 to fit the
data. We believe that the need for this rescaling is a consequence of the
unexplained modified qubit relaxation times when the pump and the drive are
on [(17), section 1.4.9].
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access time and robustness against noise. For a
quantum memory, however, the system must not
only have one or two stable steady states (SSSs),
but rather a whole quantum manifold composed
of all coherent superpositions of two SSSs (Fig. 1A).
All quantum states are attracted to this manifold
and are thus protected against diffusion out of it.
However, by construction, such a system does not
distinguish between all of its SSSs and hence can-

not correct against random transitionswithin the
quantum manifold.
An oscillator that exchanges only pairs of

photons with a dissipative auxiliary system (9) is
a practical example that displays a manifold of
SSSs. This two-photon loss will force and confine
the state of the oscillator into the quantum mani-
fold spanned by two oscillation states with oppo-
site phases. Uncontrolled energy decay, termed

“single-photon loss,” causes decoherence within
the SSS manifold, and hence quantum superpo-
sitionswill eventually decay into classicalmixtures.
Nevertheless, in the regime where pairs of pho-
tons are extracted at a rate at least as large as the
single-photon decay rate, transient quantum co-
herence can be observed. This regime requires
combining strong nonlinear interactions between
modes and low single-photon decay rates.

SCIENCE sciencemag.org 20 FEBRUARY 2015 • VOL 347 ISSUE 6224 855

Fig. 3. Bistable behavior of the steady-state manifold of the
nonlinearly driven damped storage oscillator. The central panel
shows the theoretical classical equivalent of a potential of the
storage nonlinear dynamics.The modulus of the velocity (color) has
three zeroes corresponding to two SSSs jTa∞〉 and the saddle point
j0〉. Trajectories initialized on the panel border converge to one of
these two SSSs. These trajectories are curved due to the Kerr
effect. The outside panels show the measured Wigner function W(a)
of the storage after 10 ms of pumping for different initial states. For
each panel, we initialize the storage in a coherent state of amplitude
ak, where |ak| = 2.6 and arg(ak) is indicated in each panel. The
storage converges to a combination of jTa∞〉. The weight of each of
these two states and the coherence of their superposition is set by
the initial state. For the initial phases arg(ak) = 0, Tp/4, the storage
mainly evolves to ja∞〉, with only a small weight on j−a∞〉. On the
other hand, for initial phases arg(ak) = T3p/4, p, the state mainly
evolves to j−a∞〉, with a small weight on ja∞〉. For the initial phases
arg(ak) = Tp/2, the initial state is almost symmetrically positioned
with respect to the two states jTa∞〉 and has no definite parity (even
and odd photon number states are almost equally populated).
Hence, the state evolves to a mixture of jTa∞〉. Re(a) and Im(a) denote
the real and imaginary part of a, respectively.

Fig. 4. Time evolution of the storage state in the presence of
the nonlinear drive and dissipation processes. The panels cor-
respond to measured data (A), reconstructed density matrices (22)
(B), and numerical simulations (C). They display the Wigner func-
tion after a pumping duration indicated at the top of each column.
The storage is initialized in the quantum vacuum state at time t = 0
ms. First, the state squeezes in the Q quadrature (t = 2 ms). Small
but visible negativities appearing at t = 7 ms indicate that the
superposition of the SSSs shown in Fig. 3 is now coherent and that
a continuous evolution from a squeezed state to a quantum state
approximating a Schrödinger cat state is taking place. Finally, these
negativities disappear as a consequence of the unavoidable storage
photon loss, and the state decays into a statistical mixture of the
two SSSs (t = 19 ms). (D) Storage photon number distribution P(n)
measured using the photon number splitting of the qubit (29). At
t = 2,7 ms, the n = 2 population is larger than n = 1. A similar
population inversion is also present between n = 4 and n = 3 at t =
7 ms. The non-Poissonian character of the photon number distribu-
tion at t = 2,7 ms confirms the nonclassical nature of the dynamical
states of the storage for these intermediate times.
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Our experiment enters this regime and demon-
strates transient quantum states through a circuit
quantum electrodynamics architecture (10), ben-
efiting from the strong nonlinearity and low loss
of a Josephson junction. Our setup (Fig. 1B), based
on a recent proposal (11), consists of two supercon-
ducting microwave oscillators coupled through
a Josephson junction in a bridge transmon con-
figuration (12). These oscillators are the funda-
mental modes of two superconducting cavities.
One cavity, termed “the storage,” holds the mani-
fold of SSSs and is designed to haveminimal single-
photondissipation. The other, termed “the readout,”
is overcoupled to a transmission line, and its role
is to evacuate entropy from the storage. In a variety
of nonlinear systems, the interaction of a pump
tone with relevant degrees of freedom provides
cooling (13), squeezing (14), and amplification
(15, 16). Similarly, we use the four-wave mixing
capability of the Josephson junction to generate
a coupling that exchanges pairs of photons in the
storage with single photons in the readout.
By off-resonantly pumping the readout at an

angular frequency

wp = 2ws – wr (1)

where wr and ws are the readout and storage
angular frequencies, respectively, the pump
stimulates the conversion of two storage pho-
tons into one readout photon and one pump
photon. The readout photon then rapidly dis-
sipates through the transmission line, result-
ing in a loss in photon pairs for the storage
(Fig. 1D). This engineered dissipation is the key
ingredient in our experiment. The input power
that balances this dissipation is provided by the
readout drive, a weak resonant irradiation of
the readout. Due to the nonlinear mixing with
the pump, these input readout photons are con-
verted into pairs of storage photons (Fig. 1E).
Unlike the usual linearly driven dissipative oscil-
lator, which adopts only one oscillation state, our
nonlinearly driven dissipative system displays a
quantum manifold of SSSs corresponding to all
superpositions of two oscillation states with op-
posite phases.
We used a third mode besides the storage and

readout: the excitation of the bridge transmon
qubit, restricted to its ground and first excited
state. It served as a calibration tool for all of the
experimental parameters and as a means to di-
rectly measure the Wigner function of the stor-
age. Our system is well described by the effective
Hamiltonian for the storage and the readout
[(17), section 2]

Hsr=ℏ ¼ g�2a
2
sa

†
r þ g2ða†

sÞ2ar þ �da†
r þ

��dar − crsa
†
rara†

sas − ∑
m¼r;s

cmm

2
ða†

mÞ2a2
m

ð2Þ

The readout and storage annihilation oper-
ators are denoted ar and as, respectively, and ħ is
Planck’s constant h divided by 2p. The first four
terms constitute a microscopic Hamiltonian of

the degenerate parametric oscillator [(18), sec-
tion 9.2.4] with

g2 ¼ crsx
�
p=2;

xp ≈ −i�p=
kr
2
þ iðwr − wpÞ

h i
where crs/2p = 206 kHz is the dispersive
coupling between the readout and the storage,
kr is the decay rate of the readout, and �p and �d
are the pump and drive amplitudes, respective-
ly. The terms in g2 correspond to the conver-
sion of pairs of photons in the storage into
single photons in the readout (Fig. 1, D and E).
The readout and storage have a Kerr nonlin-
earity: crr/2p = 2.14 MHz and css/2p = 4 kHz,
respectively. The Kerr interactions can be con-
sidered as perturbations that do not substan-
tially disturb the two-photon conversion effects
[(17), section 2.3]. The storage and readout single-
photon lifetimes are, respectively, 1/ks = 20 ms
and 1/kr = 25 ns.
The two-photon processes (Fig. 1, D and E) are

activated only when the frequency-matching con-
dition (Eq. 1) is met. We satisfy this condition by
performing a calibration experiment (Fig. 2). We
excited the readout with a weak continuous wave
(CW) probe tone (≈one photon) andmeasured its
transmitted power in the presence of the pump
tone while sweeping the frequency of both tones.
The pump power is kept fixed during this mea-
surement, and its value was chosen as the largest
that did not degrade the coherence times of our
system [(17), fig. S5].When the frequency-matching
condition ismet, the probe photons are converted
back and forth into pairs of storage photons (Fig. 1,
D and E). When equilibrium is reached for this
process, the input probe photons interfere destruc-
tivelywith the back-converted storagephotons and
are now reflected back into the probe input port
[(18), section 12.1.1]: the readout is in an induced
dark state. The dip (Fig. 2, A and B) is a signature
of this interference. Its depth indicates that we
have achieved a large nonlinear coupling g2 ≫ ks
[(17), section 2.2]. For the subsequent experiments,
we fixed thepump frequency towp/2p=8.011GHz,
which makes the dip coincide with the readout
resonance frequency.
We demonstrate that photons are inserted in

the storage by measuring the probability of hav-
ing n > 0 photons in the storage while sweeping
the readout drive frequency (Fig. 2C). A 10-ms
square pulse is applied from the pump and drive
tones simultaneously, and then the qubit is ex-
cited from its ground to its excited state, condi-
tioned on there beingn= 0photons in the storage
(19). Reading out the qubit state then answers
the question of whether there are 0 photons in
the storage. The peak at zero detuning shows
that the readout drive and the pump combine
nonlinearly to insert photons into the storage. The
drive tone frequency is chosen such that it max-
imizes the number of photons in the storage, and
the drive power is fixed to ensure an equilibrium
average photon number in the storage of about
four [(17), section 1.4.6].
Adiabatically eliminating the readout from

Eq. 2 [(17), section 2.3.1; (18), section 12.1], we

obtain a dynamics for the storage governed by
the Hamiltonian

Hs=ℏ ¼ ��2a
2
s þ �2ða†

sÞ2−
css
2
ða†

sÞ2a2
s

and loss operators
ffiffiffiffiffi
k2

p
a2
s and

ffiffiffiffiffi
ks

p
as, where

�2 ¼ −i
csr
kr

x�p�d; k2 ¼
c2sr
kr

jxpj2

The e2 nonlinear drive inserts pairs of photons
in the storage (Fig. 1E) and is analogous to the
usual squeezing drive of a nonlinear oscillator
[(14), equation 1.66]. The novel element in this
experiment is the nonlinear decay of rate k2,
which extracts only photons in pairs from the
storage (Fig. 1D). In the absence of unavoidable
loss ks and neglecting the effect of css [(17), sec-
tion 2.3.2], the storage converges into the two-
dimensional (2D) quantum manifold spanned
by coherent states jTa∞〉, where

a∞jcss¼ks¼0 ¼ i

ffiffiffiffiffiffiffiffiffiffi
2�d
xpcsr

s

In a classical model where quantum noise is
just ordinary noise (20), our system behaves as a
bistable oscillator with two oscillation states of
amplitudes Ta∞. The storage then evolves to +a∞
or –a∞. However, in the full quantummodel, the
storage must evolve to +a∞ and –a∞ when ini-
tialized in the vacuum state, thus forming an
even Schrödinger cat state: Nðja∞〉þ j−a∞〉Þ ¼
N ½∑∞

n¼0ða2n∞ =2n!Þj2n〉�, whereN is a normaliza-
tion constant (21–25).
We visualize these dynamics by measuring the

state of the storage by directWigner tomography
(22, 26). TheWigner function [(27), section 6.5] is
a representation of a quantum state defined over
the complex plane as W ðaÞ ¼ 2

p 〈DaPD−a〉, the
normalized expectation value of the parity oper-
ator P ¼ eipa

†
sas for the state displaced by the

operatorDa ¼ eaa
†
s−a�as . This quasi-probability dis-

tribution vividly displays the quantum features of a
coherent superposition.
The bistable property of our system is demon-

strated by initializing the storage in coherent
states with a mean photon number of 6.8 with
various phases and observing their convergence to
the closest equilibrium state (Fig. 3) (displacement
angle = {0, Tp/4, T3p/4,p}). The upper and lower
middle panels (Fig. 3) (displacement angle = Tp/2)
correspond to states initialized at almost equal
distance from Ta∞, which randomly evolve to one
equilibrium state or the other, thus converging to
the statistical mixture of Ta∞.
The coherent splitting of the vacuum into the

quantum superposition of jTa∞〉 is demonstrated
in Fig. 4. In the absence of loss in the storage,
the pairwise exchange of photons between the
storage and the environment conserves parity.
Because the vacuum state is an even-parity state,
it must transform into the even cat state: the
unique even state contained in the manifold of
equilibrium states. Similarly, because Fock state
j1〉 is an odd-parity state, it must transform into
the odd cat state [(17), fig. S8]. In presence of
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ks, all coherences will ultimately disappear. How-
ever, for large enough k2, a quantum superposi-
tion transient state is observed.
In this experiment, we achieve jxpj2 ¼ 1:2,

which implies g2/2p = 111 kHz and k2/ks = 1.0.
The quantum nature of the transient storage
state is visible in the negative fringes of the
Wigner function (see Fig. 4, A and B; 7 ms) and
the non-Poissonian photon number statistics
(Fig. 4D; 7 ms). After 7 ms of pumping, we obtain a
state with an average photon number n ¼ 2:4
and a parity of 42%, which is larger than the par-
ity of a thermal state (17%) or a coherent state
(0.8%) with equal n. After 19 ms of pumping, al-
though the negative fringes vanish, the phase and
amplitude of the SSSs jTa∞〉 are conserved. Our
data are in good agreement with numerical sim-
ulations (Fig. 4C), indicating that our dominant
source of imperfection is single-photon loss. These
results illustrate the confinement of the storage
state into the manifold of SSSs and how it tran-
sits through a quantum superposition of jTa∞〉.
We have realized a nonlinearly driven dissipa-

tive oscillator that spontaneously evolves toward
the quantummanifold spanned by two coherent
states. This was achieved by attaining the regime
in which the photon-pair exchange rate is of the
same order as the single-photon decay rate. The
ratio between these two rates can be further im-
provedwithin the present technology by using an
oscillator with a higher quality factor and in-
creasing the oscillator’s nonlinear coupling to the
bath. Our experiment is an essential step toward
a new paradigm for universal quantum compu-
tation (11). By combining higher-order forms of
our nonlinear dissipationwith efficient error syn-
dromemeasurements (28), quantum information
can be encoded and manipulated in a protected
manifold of quantum states.
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Spatially structured photons that
travel in free space slower than the
speed of light
Daniel Giovannini,1* Jacquiline Romero,1* Václav Potoček,1,2 Gergely Ferenczi,1

Fiona Speirits,1 Stephen M. Barnett,1 Daniele Faccio,3 Miles J. Padgett1†

That the speedof light in free space is constant is a cornerstoneofmodernphysics.However, light
beams have finite transverse size, which leads to a modification of their wave vectors resulting
in a change to their phase and group velocities.We study the group velocity of single photons
by measuring a change in their arrival time that results from changing the beam’s transverse
spatial structure. Using time-correlated photon pairs, we show a reduction in the group velocity
of photons in both a Bessel beam and photons in a focused Gaussian beam. In both cases,
the delay is several micrometers over a propagation distance of ~1 meter. Our work highlights
that, even in free space, the invariance of the speed of light only applies to plane waves.

T
he speed of light is trivially given as c/n,
where c is the speed of light in free space
and n is the refractive index of themedium.
In free space, where n = 1, the speed of light
is simply c. We show that the introduction

of transverse structure to the light beam reduces
the group velocity by an amount that depends on
the aperture of the optical system. The delay cor-
responding to this reduction in the group veloc-
ity can be greater than the optical wavelength
and consequently should not be confused with
the ≈p Gouy phase shift (1, 2). To emphasize that
this effect is both a linear and intrinsic property
of light, wemeasure the delay as a function of the
transverse spatial structure of single photons.
The slowing down of light that we observe in

free space should also not be confused with slow,
or indeed fast, light associated with propagation
in highly nonlinear or structuredmaterials (3, 4).
Even in the absence of a medium, the modifica-

tion of the speed of light has previously been
known. For example, within a hollowwaveguide,
the wave vector along the guide is reduced below
the free-space value, leading to a phase velocity
vf greater than c. Within the hollow waveguide,
the product of the phase and group velocities is
given as vfvg;z ¼ c2, thereby resulting in a group
velocity vg;z along the waveguide less than c (5).
Although this relation for group and phase ve-

locities is derived for the case of a hollow wave-
guide, the waveguide material properties are
irrelevant. It is the transverse spatial confine-
ment of the field that leads to a modification of
the axial component of the wave vector, kz. In
general, for light of wavelength l, the magnitude
of the wave vector, k0 ¼ 2p=l, and its Cartesian
components fkx; ky; kzg are related through (5)

k2z þ k2x þ k2y ¼ k20

All optical modes of finite x,y spatial extent
require nonzero kx and ky, which implies kz < k0,
giving a corresponding modification of both the
phase and group velocities of the light. In this
sense, light beams with nonzero kx and ky are
naturally dispersive, even in free space.
Extending upon the case of a mode within a

hollow waveguide, an example of a structured
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