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Abstract
Micromachined Quantum Circuits

Teresa Brecht

2017

Quantum computers will potentially outperform classical computers for certain applications by

employing quantum states to store and process information. However, algorithms using quantum

states are prone to errors through continuous decay, posing unique challenges to engineering a

quantum system with enough quantum bits and sufficient controls to solve interesting problems.

A promising platform for implementing quantum computers is that of circuit quantum electrody-

namics (cQED) using superconducting qubits. Here, two energy levels of a resonant circuit en-

dowed with a Josephson junction serve as the qubit, which is coupled to a microwave-frequency

electromagnetic resonator. Modern quantum circuits are reaching size and complexity that puts

extreme demands on input/output connections as well as selective isolation among internal ele-

ments. Continued progress will require adapting sophisticated 3D integration and RF packaging

techniques found in today’s high-density classical devices to the cQED platform. This novel tech-

nology will take the form of multilayer microwave integrated quantum circuits (MMIQCs), com-

bining the superb coherence of three-dimensional structures with the advantages of lithographic

integrated circuit fabrication. Several design and fabrication techniques are essential to this new

physical architecture, notably micromachining, superconducting wafer bonding, and out-of-plane

qubit coupling. This thesis explores these techniques and culminates in the design, fabrication, and

measurement of a two-cavity/one-qubit MMIQC featuring qubit coupling to a superconducting

micromachined cavity resonator in silicon wafers. Current prototypes are extensible to larger scale

MMIQCs for scalable quantum information processing.
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Chapter 1

Introduction

In recent decades, experimentalists have begun to harness unique features of quantum

mechanics: superposition and entanglement. We have come to treat them as resources

that enable processing of information in non-classical ways.

However, compared to quantum information theoretical advancements, and indeed

the imaginations of pop-sci magazine readers, the efforts to build quantum information

processing systems have resulted in only modest success. This is despite intense public

interest, motivated government funding programs, and the world’s best research institu-

tions dedicating significant resources to the problem. Why does today’s actual quantum

information technology lag significantly behind what is theoretically possible? Is there

currently some engineering hurdle that, once surmounted, would pave the way for rapid

development?

The full extent of what quantum systems may have to offer is not yet fully under-

stood. I find it delightful and inspiring that researchers often do not foresee the crucial

ways in which their inventions would one day be used. Similarly, today’s advancements

in controlling and observing quantum systems may yet reveal unexpected technological

applications. Furthermore, they may clarify our description of fundamental physics and

thereby improve our understanding of reality.

Surprises and unexpected applications will present themselves as quantum hardware

1
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becomes more routine. Experimentalists strive to attain control over single quantum sys-

tems and, in parallel, extend this control to manipulate more complex systems of interact-

ing quantum parts like coherent cogs in a machine. But the first steps in exercising this

control are still being made.

1.1 Thesis synopsis

After this brief introductory section, I begin my thesis by motivating the work with a gen-

eral description of quantum computing in chapter 2. I will define quantum bits, discuss

their physical realizations and address how they differ from the classical bits found in or-

dinary computers. Namely, quantum bits are subject to unique errors characterized with

certain coherence times. If these errors can be overcome, large scale quantum computers

have various exciting potential applications. I will discuss these, as well as describe sev-

eral architectural paradigms that are currently being pursued by researchers with the goal

of actualizing an advanced quantum computer.

I then dive into one of the physical implementations: superconducting circuit quantum

electrodynamics. Chapter 3 lays the physics foundations for the systems discussed in the

rest of the thesis. In it, I define and discuss the quantum electromagnetic oscillator and the

transmon, which is the specific variant of quantum bit that is experimentally implemented

later on. I discuss the interaction of these oscillators and transmons in different regimes,

describe the mechanisms of controlling and measuring them with external electronics. In

the end, the reader will be convinced that many of these elements aggregated together

could serve as a dynamic toolbox for quantum information processing.

Having provided the context and explained the physics underlying cQED systems,

in chapter 4, I assess the development of increasingly complex technology in this field.

Using comparisons with development of classical computer technology in the past and

present, I discuss several critical reasons why scalability for quantum computers will not

have the same requirements, or obey the same patterns, as scalability demands for classical
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computers. Then, I propose that future cQED-based quantum computers will likely take

the shape of multilayer microwave integrated quantum circuits (MMIQCs). These devices

will meet the unique demands of isolation and preservation of cohererence by making

heavy use of microfabricated 3D structures and superconducing bonds holding together

stacks of wafers. This chapter ends with a short literature review of a collection of existing

technologies that are relevant to the proposal.

These opening chapters serve to provide context for the experimental work that is now

being pursued in the lab. Chapter 5 through chapter 8 concern the initial steps towards

actualizing the class of devices proposed in chapter 4. To make this transition, more spe-

cific information about microwave resonators is discussed in chapter 5. I cover different

types of resonators that have been studied over the years in our lab and others. Then, I

list the loss mechanisms that affect resonator coherence times relevant for quantum infor-

mation storage. This enumeration concludes with an analysis of losses at a seam – a detail

to which this thesis devotes special attention. Next, I explain resonator measurement and

analysis methods, and finish with measurements of 3D cavity resonators that evidence the

importance of seam loss.

In chapter 6, I propose and support the idea that indium is a suitable material for miti-

gating seam loss in multilayer wafer-based cavity resonators by creating superconducting

micromachined cavity resonators. Here, I describe the fabrication, coupling design, and

measurements of these first devices of their kind. Chapter 7 continues to explore indium

as a material useful for superconducting wafer bonding. I discuss the use of indium bump

bonding in developed technologies, and show that I can create and characterize our own

indium bumps with an in-house process. I evaluate indium as a superconductor by mea-

suring it’s transition temperature and creating and measuring resonators of various types.

The next step is to realize a full cQED system with MMIQC hardware by incorporating

a quantum bit with the type of resonator perfected in chapter 6. This is the subject of

chapter 8. First, I introduce a unique transmon geometry that is particularly suited for
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integration with the micromachined cavity. The bulk of the chapter then covers the design,

fabrication, and measurement of a particular two-cavity/one-qubit device that constitutes

the first ever MMIQC. Measurements demonstrate the device’s performance in the strong

dispersive regime of cQED. I end by discussing the important loss mechanisms and plans

for improved similar devices.



Chapter 2

Quantum computing

We motivate the rest of the thesis starting with an introduction to quantum information,

the possible applications of a quantum computer, and what is needed to build one, in

a broad sense. This chapter is introductory – we do not attempt to add to the volumes of

material on quantum computation. Instead, we briefly summarize important parts in order

to provide motivation and context for the following chapters. More extensive education

can be gained starting with other books and lectures (Nielsen and Chuang, 2000; Mermin,

2007; Preskill, 2015; Bennett and Divincenzo, 2000).

2.1 Bits and qubits

A classical bit is a basic unit of binary information. In a quantum computer, the analog of

the classical bit is a quantum bit, called a “qubit.” It is defined as a pair of levels of any

quantum system, and it actually contains more information than a classical bit.

Unlike a classical bit, a quantum bit can exist in a superposition of states |0〉 and |1〉.

More precisely, a qubit state |ψ〉 is described by a complex linear combination of the com-

putational basis states |0〉 and |1〉:

|ψ〉 = α|0〉+ β|1〉 =




α

β


 (2.1)

5
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Here, α and β are complex numbers indicating probability amplitudes. If this qubit were

measured strongly in the computational basis, we would either find |0〉 with probability

|α|2 or |1〉 with probability |β|2. Therefore, |α|2 + |β|2 = 1 for pure states. The pure state

is represented in two-dimensional complex vector space (or Hilbert space) as a unit vector

on what we call the Bloch sphere, as shown in figure 2.1. The arbitrary qubit state can be

specified by two angles:

|ψ〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉. (2.2)

When we measure the state of a qubit, we are doing so in a particular measurement

basis and we only gain classical information in that measurement basis. For instance, we

may choose a computational basis and measure along Z-axis of the Bloch sphere to arrive

at an answer of either |0〉 or |1〉. The effect of this measurement is to project the actual

qubit vector onto the basis of measurement. 1 Note that we could also choose to measure

in the basis of the Y-axis, in which case we would project the qubit into either of the states

1√
2
(|0〉 ± i|1〉). Such a measurement would then destroy any indication of whether the

original qubit state was closer to |0〉 or |1〉.

Classical bits are manipulated with gates: either single bit flips (NOT) or operations

conditioned on the state of multiple bits (OR, AND, XOR, NAND). Single qubit gates, on

the other hand, can be described as manipulations that rotate the qubit state vector in some

way on the Bloch sphere. A generalized single-qubit operation is any 2× 2 unitary matrix

that operates on the qubit state vector. Furthermore, any single-qubit operation can be

decomposed into a scaling and a rotation by a combination of one or more of the Pauli

1This description is simplified to projective measurements. In fact,it is possible to perform weak measure-
ments that only partially project the state onto the measurement axis. The study of quantum measurement
backaction is very exciting and is contributing to the fundamental understanding our quantum systems (Ha-
tridge et al., 2013).
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|1

|0

|0 1√
2

θ

φ |0 + i|1√
2

z

y

x

|ψ

+

FIGURE 2.1: The green arrow is a qubit state, defined by the two variables θ and φ. There are black
dots and labels on four of the six cardinal points. The ground state points up and is denoted |0〉 or
|g〉. The excited state points down and is denoted |1〉 or |e〉.

matrices:

σ0 = I =




1 0

0 1


 σx = X =




0 1

1 0




σy = Y =




0 −i

i 0


 σz = Z =




1 0

0 −1




(2.3)

In the next chapter, we shall find it useful to define ladder operators by the linear combi-

nations σ̂± = σ̂x ± iσ̂y.

When there is more than one qubit, the number of basis states increases rapidly. For

instance, a two qubit system has four basis states: |00〉, |10〉, |01〉, |11〉, and a three qubit

system has eight basis states, and an N -qubit system has 2N basis states. The quantum

state of the whole system is described by complex coefficients for each of the basis states,

and is written as a vector with 2N elements.

Multi-qubit gates can be implemented by dynamically controlling the interactions be-

tween one or more qubits. Some of these implementations are analogues to classical gates,
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and some are more creative. Ideal multi-qubit gates are described by 2N × 2N unitary

matricies.

In quantum computing algorithms, multi-qubit gates are used to generate quantum en-

tanglement. A crucial property of qubits is their ability to establish and sustain this entan-

glement, in which one bit of information can be shared by two or more different qubits, re-

gardless of their physical separation. For example, the entangled two qubit state |00〉+ |11〉

stores information in the correlation between the two qubits. A measurement on one qubit

instantly implies knowledge of the other qubit, even if they are physically separate. There

are, in fact, two non-local bits contained in this entanglement: one for the information that

the two qubits are in the same state, and one for the sign of the entanglement, which here

is “+”. Entanglement allows for operations on one qubit to affect all qubits with which it

shares entanglement, an effect that may be exploited for quantum information processing

or communication. Many interesting experiments make use of multi-qubit entanglement

as a resource, but they are out of the scope of this thesis.

2.2 Physical realizations

Classically, bits are implemented in various ways. Modern bits are often realized by the

two positions of a transistor or other electrical switch, two stable states of a flip-flop circuit,

or whether a capacitor carries charge or not. Bits can also be represented by two directions

of magnetization or two distinct polarization states. Non-electronically, bits can be stored

in the position of a mechanical lever, or the presence or absence of a hole at a specific point

of a paper card. In general, a bit of information can be carried by any physical system in

which we can consider two distinct states. 2

2Though we compare and contrast quantum to classical binary logic here, information in general is of
course not limited to binary representations. For example, rather than logic in base 2 using bits, computers
might also operate in base 3 using ternary logic on the trit states of -1, 0, and 1. Quantum computing, too,
can be achieved with more than two energy states. Regardless, the quantum versus classical distinctions that
we make in this chapter are no less poignant. Base 2 is the logic of choice for both bits and qubits for ease of
physical implementation.
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A qubit is any two-level system with the quantum property of superposition. These

two levels may be two excited states of atoms (Briegel et al., 2000) or ions (Cirac and Zoller,

1995; Monroe and Kim, 2013; Blatt and Wineland, 2008). They may also be the spin-up

and spin-down of nuclear or electronic spins, for example confined by a crystalline defect

(Jelezko and Wrachtrup, 2006). They may be spin states of solid-state quantum dots, e.g.

those of a single dot (Loss and DiVincenzo, 1998; Awschalom et al., 2013) or the singlet

or triplet total spin states of two dots (DiVincenzo et al., 2000). In this thesis, the qubit is

embodied by two energy levels of an anharmonic superconducting circuit. See Clarke and

Wilhelm, 2008; Devoret and Schoelkopf, 2013.

Whether classical or quantum, information is physical. This statement is not trivial, and

while it may seem subtle at first, there are profound implications. However, this is some-

times overlooked because algorithms of information processing are often studied and dis-

cussed in the abstract. The fact that physical laws pertain to information has particularly

relevant consequences between thermodynamics and quantum information (Landauer,

1996). In particular, irreversible logical operations are accompanied by an increase in en-

tropy of the system or its environment (this principle is true for both classical and quantum

computations). The physicality of qubits is also apparent in the sense that their state is in-

separable from dissipation of energy in their physical embodiment and/or surroundings,

as we discuss in the next section.

2.3 Decoherence of qubits

Computer memory relies on bits keeping their state. Nevertheless, there are 64 billion bits

(8 GB) in my laptop’s RAM, and they do sometimes have errors. Classical bits can suf-

fer from either hard errors, which are irreparable problems with hardware, or soft errors,

which are transient issues caused by events such as random cosmic rays. However, most

of the bits are quite robust due to thresholding: A certain amount of voltage fluctuation

(either from imperfect components, thermal fluctuations, or cosmic rays) is tolerated and
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nothing happens unless this exceeds the threshold value to flip the bit. When errors do

happen, they probably do not affect my laptop’s performance.

Qubits are not nearly so robust. In fact, they “lose” their state fairly quickly – with

an exponential decay on the scale of no more than a millisecond for the types of super-

conducting qubits on which we will focus. Qubits cannot be protected by thresholding as

classical bits can. Furthermore, an initialized quantum state is subject to decoherence, which

is altogether more frightful than the intermittent bit-flip errors of classical bits.

Coherence is a term that includes several types of information loss. There are two

processes that contribute to decoherence of a qubit: The first is energy relaxation, denoted

T1. The second is dephasing, Tφ, which is a sign of frequency instability but not energy

loss. Combined, the total “coherence time,” T2 is the length of time for which the qubit

maintains a particular superposition of states. These timescales are related by

1

T2
=

1

2T1
+

1

Tφ
. (2.4)

In any physical quantum system, there may be many channels contributing to energy re-

laxation and dephasing. These channels can be interactions with the external environment,

including (but not limited to) dissipation of energy to the container that surrounds the

qubits, or absorption of ambient radiant thermal energy.

A qubit subject to these decoherence effects can be described by a mixed state, as op-

posed to the pure states whose mechanics we have described by unitary operations on the

Bloch sphere. On the Bloch sphere, energy relaxation (T1) causes the state vector to shrink.

Dephasing (Tφ) causes the state vector to rotate. These types of decohernce are driven by

both classical and quantum noise which is statistical in nature. Therefore, to learn any

physical observable of the quantum state, it is necessary to ensemble average over the
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noise. Both mixed states and pure states can be written as a density matrix defined by

ρ =
∑

j

pj |ψj〉〈ψj |, (2.5)

where pj is the probability that an element of the ensemble is in state |ψj〉. The density

matrix must satisfy Tr ρ = 1. For pure states, Tr ρ2 = 1, and in fact ρ2 = ρ. For mixed

states, Tr ρ2 < 1. The expectation value of an observable O is given by a trace over its

product with the density matrix:

〈O〉 = Tr ρO =
∑

j

pj〈ψj |O|ψj〉. (2.6)

2.4 Quantum computation

A quantum computer uses the resources of superposition and entanglement to process

quantum information contained in several (or many) qubits. Note that in order to describe

the superposition of basis states in a system of N qubits, we need 2N complex numbers.

In some sense, quantum algorithms are performing the classical equivalent operations on

many possible classical input states simultaneously (perhaps with classical bit arrange-

ments mapped to the quantum basis states |00...0〉, |10...0〉, |01...0〉 ...,

|11...1〉). In the end, though, the circuit must arrive at one solution. If set up correctly, all

the probability amplitudes of the possible paths have interfered to cancel incorrect solu-

tions and added constructively to the correct solution. This is completely unlike classical

computation. The capacity to perform multiple computations simultaneously is known as

“quantum parallelism.” 3

3Quantum parallelism is a term coined by David Deutsch in order to distinguish the computational ad-
vantages derived from quantum superpositions from more traditional forms of classical parallel information
processing, wherein distinct classical processors work through separated problems in parallel. Deutsch as-
cribes to the “many worlds interpretation” of quantum mechanics, and so he would describe the parallel com-
putations on the various possible input states as actually happening in other universes. This interpretation,
however intriguing, is not necessary to appreciate the power of quantum parallelism.
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There are three main categories of algorithms that have gained fame for their promised

advantage over classical algorithms. The first class makes use of quantum versions of

Fourier transform, and includes the Deutsch-Joza algorithm, which determines if an in-

put function is balance or constant (Deutsch and Jozsa, 1992), and Shor’s algorithms for

factorization and discrete logarithms (Shor, 1994; Shor, 1997). The classical fast Fourier

transform takes about O (N logN) = O
(
N2N

)
steps to Fourier transform a set of N data

points. Using a quantum computer, the job could be done using aboutO
(
log2N

)
= O

(
N2
)

steps – an exponential improvement. The quantum Fourier transform is a great example

of quantum parallelism at work, and it must be cleverly put to use in these algorithms.

Shor’s integer factorization algorithm is of particular interest to many because the (classi-

cal) computational difficulty of integer factorization is the basis of many common encryp-

tion schemes, namely public-key RSA (Rivest, Shamir, and Adleman, 1978).

The second class is search algorithms, including Grover’s (Grover, 1997). For a search

space of size N , classical search algorithms (there are serveral kinds) can complete the

search in a time that scales as O (N), whereas the quantum search algorithm can complete

the search in a time that scales as O
(√

N
)

.

The third class is quantum simulations. This is the purpose for which quantum compu-

tation was first proposed by Richard Feynman in 1982 (Feynman, 1982). Even small quan-

tum systems are difficult for classical computers because the number of complex numbers

needed to describe a the system grows exponentially with the size of the system. Fortu-

nately, this is the same scaling property that gives quantum computers their power. Prac-

tical matters of quantum simulation and several examples of valuable quantum systems

that may be simulated are discussed in Lloyd, 1996.

2.4.1 The DiVincenzo criteria

David DiVincenzo of IBM famously listed five requirements for the implementation of

quantum computation (Divincenzo, 1996):



Chapter 2. Quantum computing 13

1. A scalable physical system with well characterized qubits

In order to solve any interesting problem (a problem that is intractable to solve using

current classical methods), we will need many qubits. They need to preserve quan-

tum properties of superposition and entanglement, regardless of how many more

qubits we add. Furthermore, the qubits must be fully understood such that they

may be kept within a well defined computational Hilbert space.

2. The ability to initialize the state of the qubits to a simple fiducial state

We must be able to initialize the qubits to a known input state – for instance, the

ground state |000...〉.

3. Long relevant decoherence times, much longer than the gate operation time

The time it takes to perform the quantum logic gates should be faster than the the

time that the information being operated upon will be lost due to decoherence. The

qubit coherence time need not exceed the total time of the algorithm, however, as

long as sufficiently effective quantum error correction is applied (next section).

4. A “universal” set of quantum gates

A set of universal quantum gates is any set of gates upon which any possible quan-

tum computing operation can be reduced. Several possible sets exist. However, it

would likely more efficient to have arbitrary rotations of qubits at the operators dis-

posal, in addition to various flexible multi-qubit gates.

5. A qubit-specific measurement capability

We must be able to faithfully retrieve the results of our computation.

In summary, a quantum computer will require lots of qubits with long lifetimes that

we can manipulate and measure. To go further, two additional desirables for quantum

communication were later added by DiVincenzo (Divincenzo, 2000). Here, he comments

on each the five requirements above and then considers additional properties needed for

quantum information processing that is not strictly computing. Examples of quantum
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communication include many proposals for quantum key distribution (Bennett and Bras-

sard, 1984), transactions of unforgeable quantum money (Wiesner, 1983), and quantum

secret sharing (Hillery, Bužek, and Berthiaume, 1999). The additional requirements are:

6. The ability to interconvert stationary and flying qubits

7. The ability faithfully to transmit flying qubits between specified locations

The “flying qubit” is what moves quantum information through space, and could be

of any of the computing qubit implementations. Many proposals take the the flying qubit

to be embodied as a photon, with the qubit encoded in either the polarization or spatial

wavefuction. Applications in quantum key distribution, for example, require long distance

communication of quantum bits. Photons are ideal for this purpose. On the other hand,

one may imagine using flying qubits of one kind or another to shuttle quantum informa-

tion to different locations within a single large quantum computing device. Therefore, the

two extra criteria above are worthwhile pursuits for groups interested in quantum com-

putation and quantum communication alike.

2.5 Quantum error correction

Error correction in quantum computers has to be fundamentally different than the error

correcting schemes in classical computers. Earlier, we contrasted the discreteness of clas-

sical bits with the continuous nature of qubit decoherence. A classical bit can flip acci-

dentally, but only discretely, and my computer’s RAM is designed with error correction

protocols including redundancy, parity checks, etc. The decoherence of qubits that we

have discussed is in fact continuous error accumulation. The single-qubit Bloch vector is

constantly subject to spurious environmental noise, however small, that pushes it around

continuously in two dimensions. Quantum errors, therefore, are intrinsically continuous.

Upon strong measurement, the result may manifest as a qubit flip error, but that is not the
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worst of it. A small error in one quit will propagate to affect all of the other qubits with

which it must interact in multi-qubit gates throughout the computation.

The nature of measurements of quantum states also presents a challenge to error correc-

tion. How can we detect the error without destroying the state? Our means of monitoring

the qubit is with projective measurements. Because a qubit state can be anywhere on the

Bloch sphere and we must choose to projectively measure with some choice of basis, the

result of a measurement is probabilistic. Therefore, different measurement outcomes do

not necessarily indicate whether an error has occurred. Not only that, but the unfortunate

consequence of the measurement is destruction of the information held in the superposi-

tion. Even so-called weak measurements have back-action on the state vector (Hatridge

et al., 2013).

We are beginning to see that the same consequences of quantum mechanics that give

quantum algorithms their power actually put many classical schemes of error correction

off-limits. For instance, the simplest classical error correcting code is a repetition code,

in which each bit is written three times, such that a flip of one bit is corrected by being

overwritten by majority voting of the three. However, there is a no-cloning theorem for

quantum states (Wootters and Zurek, 1982) that prohibits the straightforward application

of such redundancy-based classical error correcting codes to the quantum computer. 4

Some kind of quantum error correction (QEC) is inevitably required because we do

not have infinite lifetime qubits, nor can we perform perfect gates, nor can we perform

perfect measurements. Furthermore, proving the ability to correct particular errors is not

nearly enough to be ready to “scale up” and build a practical quantum computer. The

system must function in a fault tolerant manner, meaning that it is robust against qubit

errors and gate errors that may occur at any point during a calculation. Shor discusses

fault-tolerant QEC codes (Shor, 1996), and there are many different strategies for of QEC

being investigated (Gottesman, 2010; Bennett et al., 1996; Knill, 2005; Steane, 1996). Many

4It is, however, possible to implement a 3-qubit repetition code without breaking the no-cloning theorem.
See Mermin, 2007.
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of these schemes rely on composing logical qubits out of constituent physical qubits, and

some of these schemes are specialized to particular architectures, which we discuss next.

Most error correction schemes can be broken into three categories: stabilizer codes, a

surface code, and error correction of encoded bosonic states.

The first of these, stabilizer codes (Shor, 1995; Steane, 1996), combine several physical

qubits in an error correction scheme to create logical qubits that are more robust than the

constituent qubits. For instance, the qubit state to be protected can be mapped with a

unitary encoding to an entangled state of several ancillary qubits that is more robust to

local perturbations. Depending on the actual error rates, iterated layers of logical qubits

may be necessary. The iterated layering of logical qubit levels can be done in a variety of

concatenation schemes (Knill and Laflamme, 1996; Knill, Laflamme, and Zurek, 1998).

Second is the surface code, whose operation and advantages are described in Fowler

et al., 2012; Dennis et al., 2002. Theoretically, the scheme achieves high error tolerance

by employing large numbers of physical qubits to create a network or fabric upon which

logical qubits are processed by topological braiding.

A third approach is the encoding of logical qubits in oscillator states (aka bosonic en-

codings). The state of photons in a quantum harmonic oscillator (chapter 5) can be used

as a higher dimensional Hilbert space in which qubits can be encoded in several ways

(Gottesman, Kitaev, and Preskill, 2001). Specifically with cQED systems, longer lifetimes

can be achieve when the object that is thought of as the qubit in other schemes instead

serves to enable readout, control and encoding of a logical qubit state in a microwave res-

onator (Vlastakis et al., 2013; Leghtas et al., 2013a; Mirrahimi et al., 2014). Superpositions of

quantum states can be stored for∼ 1 millisecond without intervention (Reagor et al., 2016).

Furthermore, these resonator-based logical qubits can be protected by measurement-based

driven dissipative stabilization (Leghtas et al., 2013b), or error corrected by means of active

feedback (Ofek et al., 2016).
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2.6 Modular architecture for quantum computing

One approach to scalable quantum computing emphasizes modularity of robust compo-

nents and functions (Monroe, Schoelkopf, and Lukin, 2016; Kimble, 2008; Monroe et al.,

2014). This approach is of particular importance to cQED systems because, as we shall

see in the next chapter, qubits in cQED systems are capable of strong coupling over large

length scales. This is an advantage for experimentalists wishing to manipulate macro-

scopic quantum systems, but it also presents some challenges. The availability of control-

lable long-range interactions opens up a variety of ways to implement multi-qubit gates,

but it has detrimental effects on single-qubit gates and coherence. Unwanted nearest-

neighbor or long-range interactions, which we shall call “cross-talk” in chapter 4, tend to

propagate errors between qubits in a way that scales unfavorably with the size of the sys-

tem. Though it is possible to fabricate a device with a large number of qubits, executing

a particular complex algorithm including specific single- and multi-qubit gates requires

accurately controlling the range of these interactions.

The way to achieve this is to limit the physical connection between qubits, isolating

modules consisting of a few qubits and a few cavities that we have learned to operate at

high fidelity. Modules may be separated by cables or transmission lines and only interact

via intentional measurements. For instance, networking between multiple modules can

be achieved by sending a dispersive pulse to interact with both modules before being de-

tected (Cabrillo, 1999; Pfaff et al., 2012). “Heralding” such measurements can generate en-

tanglement between modules, and repeating the entanglement-generating measurements

can improve the result by “distillation.”

The modular architecture and the three classes of error correction schemes are not al-

together exclusive or incompatible. Different approaches could be layered, for example,

by developing modules of error corrected logical qubits encoded in oscillator states and

then networking those modules into a topology appropriate for surface code computa-

tion (Nickerson, Li, and Benjamin, 2013). To some extent, the hardware vision laid out in
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chapter 4 appeals to all of these approaches. Additionally, the new experimental material

in chapters 5-9 is not necessarily exclusive to any single one of these approaches. In our

quantum circuit lab, we are most excited about developing hardware and tools towards a

modular approach. One benefit of a modular approach is experimental accessibility. Engi-

neering and development of each module can take place independently, and involves only

a small number of qubits at a time.



Chapter 3

Circuit quantum electrodynamics

Experimental quantum information processing is rapidly developing in several physical

implementations, and superconducting quantum circuits are a particularly promising can-

didate for building a practical quantum computer (Devoret and Schoelkopf, 2013; Barends

et al., 2014). In these systems, qubits made with Josephson junctions behave like macro-

scopic atoms with quantized energy levels in the microwave domain. Coupling them to

resonators forms a powerful platform known as circuit quantum electrodynamics (cQED)

(Blais et al., 2004; Blais et al., 2007; Schoelkopf and Girvin, 2008). The underlying physics

of cQED is throughly described in previous theses and papers. For this reason, we make

this chapter concise by summarizing important results rather than deriving them here. In

addition, we focus only on the particular type of qubit discussed later in this thesis, the

transmon, omitting similar systems that explore interesting physics using similar founda-

tions. For a more thorough education on these cQED fundamentals, these notes are highly

recommended: Devoret, 1997; Girvin, 2011.

This chapter begins with a short introduction to quantum electrodynamics in general.

This is followed by the introduction of quantum electromagnetic oscillators, and then of

superconducting qubits. Once the groundwork for these two types of objects is laid, we

proceed to study the nature of their interaction with one another in a cQED system. The

physics is contained in the Jaynes-Cummings Hamiltonian, which we will manipulate to

reveal the mechanisms behind electronic control of qubit states as well as measurements

19
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that are useful for quantum information processing.

3.1 Quantum electrodynamics

The interaction between light (photons, electromagnetic fields) and matter (electrons or

atoms) is one of the most pervasive themes of physics, and is known as quantum elec-

trodynamics (QED). The quantum electrodynamics of photons and quantum bits as im-

plemented in superconducting microwave circuits is called circuit QED (cQED). It closely

emulates the physics of cavity QED experiments, which were developed beforehand using

neutral atoms interacting with trapped light. Before discussing the circuits of cQED, let us

appreciate the broader category of QED.

QED was the first successful quantum field theory, for which Richard Feynman, Ju-

lian Schwinger and Sin-itero Tomonaga were awarded the 1965 Nobel Prize in physics.

The theory concerns all phenomena resulting from the electromagentic fields of charged

particles, using photons. It provides the link between quantum mechanics and relativistic

theory of electrodynamics. Furthermore, QED incorporates such ideas as particle creation

and annihilation, as well as bosonic force-carriers, in a self-consistent framework.

Systems featuring the interaction of light and matter both provide physics insights and

enable groundbreaking technology. The operation of lasers, transistors, and magnetic res-

onance imaging can only be explained with QED physics. This is also the physics that

will enable information processing with any of the physical implementations of quantum

bits listed in the previous chapter. However, we must draw a distinction between those

devices that are quantum in nature (such as lasers and transistors), and the constituents of

a quantum computer to be discussed in this chapter, which must be quantum in operation.

We require coherent quantum fields with controllable superpositions and entanglement.
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FIGURE 3.1: Energy levels of the quantum harmonic oscillator embodied by an LC circuit.
Evenly spaced energy eigenstates with ∆E = h̄ωc. The ground state is Gaussian distributed in
the conjugate variables of charge Q̂ and flux Φ̂. (Figure adapted with permission from Reagor,
2015. See Copyright Permissions.)

3.2 Quantum electromagnetic oscillators

Before getting to superconducting qubits, we will first understand electromagnetic oscil-

lators in a quantized language. To begin, recall that all harmonic oscillators are character-

ized by their quadratic potential energy relationship. Electromagnetic oscillators follow

precisely the same dynamics as a mechanical harmonic oscillator, such as a pendulum or

mass on a spring, with a Hamiltonian familiar to students of physics:

H =
1

2m
p2 +

mω2

2
x2, (3.1)

where m is the mass, ω is the angular frequency.

We will now write the Hamiltonian for the simple electromagnetic oscillator containing

an inductor L and a capacitor C. The momentum and position variables are replaced by

quantum operators for flux (Φ̂) and charge (Q̂) (Devoret, 1997; Girvin, 2011):

Ĥ =
1

2L
Φ̂2 +

1

2C
Q̂2. (3.2)

Like momentum and position of a pendulum, the flux and charge are conjugate variables.
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The commutation relation is [Φ̂, Q̂] = −ih̄, analogous to that of the quantum variables

of momentum and position. Hamilton’s equations of motion provide us with familiar

relations for the current through the circuit and the voltage at the LC circuit’s node:

Q̇ =
∂Ĥ

∂Φ
=

Φ

L
= I (3.3)

Φ̇ = −∂Ĥ
∂Q

= −Q
C

= V. (3.4)

The ground state energy is

〈0|H|0〉 =
1

2C
〈0|Q̂2|0〉+

1

2L
〈0|Φ̂2|0〉 =

h̄ω0

2
, (3.5)

where ω0 = 1/
√
LC is the resonant frequency of the circuit. Next, we can use the equipar-

tition theorem to write the zero-point fluctuations in the charge and flux:

Q2
ZPF = 〈0|Q̂2|0〉 =

h̄ω0C

2
=

h̄

2Zc
, and (3.6)

Φ2
ZPF = 〈0|Φ̂2|0〉 =

h̄ω0L

2
=
h̄Zc

2
, (3.7)

where Zc =
√
L/C is the characteristic impedance of the circuit.

We can change the variables of equation 3.2 to the raising and lowering operators, â

and â†. We let

Q̂ = −iQZPF (â− â†) (3.8)

Φ̂ = ΦZPF (â+ â†). (3.9)

This gives the usual Hamiltonian for a quantum simple harmonic oscillator:

Ĥ = h̄ω0(â†â+ 1/2) = h̄ω0(N̂ + 1/2), (3.10)
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where N̂ = â†â is the photon number operator. The raising and lowering operators satisfy

commutation relation [â, â†] = 1. The quadratic potential of the quantum harmonic oscil-

lator is shown in figure 3.1. The ground state has non-zero energy due to the zero-point

fluctuations of charge and flux defined above. Successive energy eigenstates are separated

by constant ladder spacing h̄ω0.

We now have a quantum picture of the electromagnetic oscillator. One can interpret

the quantized states as distinct excitation modes of the collective motion of electrons in

the wire, or as individual photons present in the entire circuit. In our LC circuit, the elec-

tric field oscillations are localized between the capacitor plates and the magnetic field is

localized in the inductor, but the reader is encouraged to think of these field oscillations

together as single photons. We hold this description regardless of the physical structure of

the electromagnetic resonator (several of which are discussed in chapter 5).

3.3 Josephson junction qubits

Inductors and capacitors are the basic linear components in circuit design, and they are

implemented by specifying geometry in superconducting circuits no differently than they

are in ordinary room temperature circuits. In addition, there is an important additional

circuit element that is put to work in superconducting circuits. It is the Josephson junction,

which consists of a weak-link between two superconducting electrodes between which

quantum tunneling can occur. The special characteristic of this element is that it bestows

a nonlinear inductance to the circuit without adding any dissipation (ideally). It will soon

be clear why this is useful.

When a tunneling event occurs, it causes phase difference φ between the wavefunction

on either side of the junction. Furthermore, the junction can sustain a tunneling supercur-

rent with the relation

I = Ic sinφ(t), (3.11)
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where Ic is the junction critical current, which is the maximum current that can flow

through the junction. In the presence of a potential difference V across the junction, the

phase φ evolves in time with the relation

h̄
∂φ

∂t
= 2eV. (3.12)

The time derivative of the current is

∂I

∂t
=

2eV Ic
h̄

cosφ. (3.13)

Note that the relationship is similar to that of an inductor, V = −L∂I/∂t, but with an

inductance that varies with φ. We call it the Josephson inductance:

LJ =
Φ0

2πIc cosφ
, (3.14)

where we have used the magnetic flux quantum, Φ0 = h/2e.

This nonlinear inductance is what allows us to create a qubit out of a superconducting

circuit. The LC oscillator discussed in the previous section, like all quantum harmonic os-

cillators, has evenly spaced energy levels. Varying L and C can modify the fundamental

frequency ωc, but the only relevant energy transition remains h̄ωc, which drives transitions

between all possible energy states simultaneously. To create a qubit, we require a system

with a uniquely addressable transition between just two states. The addition of the non-

linear inductance bestows the spectrum with anharmonicity that makes this possible. See

figure 3.2.

The most common method of adding nonlinearity to a LC circuit is to add at least

one Josephson junction by fabricating a superconductor-insulator-superconductor junc-

tion in which the insulator is a thin layer of oxide between two superconducting elec-

trodes. Cooper pairs are able to coherently tunnel from one electrode to another. Thus,
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current can flow though the junction without dissipation, and a difference in charge accu-

mulates as a result. Different charge states can exist in coherent superpositions. This is the

physical embodiment of the superconducting quantum bits that are the main actors in our

laboratory.

The structure we have just described is known as the Cooper pair box. Coherent super-

positions of charge states in superconducting circuits were first shown in 1998 (Bouchiat

et al., 1998). Following this, a veritable zoo of superconducting artificial atoms were devel-

oped and studied. The different species are made by shunting the junction with different

configurations of inductances and capacitances. Of theses species, the most straightfor-

ward to design and control is a “transmon” qubit (Koch et al., 2007; Schreier et al., 2008).

Compared to other superconducing qubit species, the transmon enjoys particular robust-

ness against noise sources. We focus on it here because of its simplicity and because it is

the species of qubit that we will create in chapter 8.

To give a representative example: An Al/AlOx/Al junction with an area of 100 nm

by 100 nm at the usual transparency has LJ ≈ 10 nH and CJ ≈ 1 fF. The self resonance

of the junction is approximately 50 GHz, depending on the transparency. 1 A shunting

capacitance of around 50 fF brings the resonance of the combined circuit to frequencies in

the 5-10 GHz range. (A junction shunted by the “super-inductance” made of many smaller

junctions forms a fluxonium (Manucharyan et al., 2009).)

In its simplest implementation, the transmon qubit consists of a single Josephson junc-

tion and a parallel capacitor to ground. The energy of this circuit is that of a harmonic

oscillator plus a perturbation due to the Josephson effect depending on the junction phase

φ. Prior to writing the Hamiltonian, let us define a Josephson energy,

EJ =
IcΦ0

2π
, (3.15)

1The transparency of the junction is the tunneling probability of Cooper pairs across the barrier, and it is
directly proportional to the critical current density.
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associated with the transfer of a single electron across the Josephson junction, and the

charging energy,

EC =
e2

2CΣ
, (3.16)

(also called the Coulomb energy) associated with the addition of a single electron to the

capacitance. With these definitions, the exact Cooper pair box Hamiltonian is written:

Ĥ = 4EC(n̂− ng)2 − EJ cos(φ̂), (3.17)

where n̂ is the integer number of Cooper pairs that have tunneled through the junction,

and ng = −CgV/2e is the “gate charge” or “offset charge”, which is a continuous variable

that represents some junction asymmetry that breaks the degeneracy between positive and

negative charge transfers. It can be externally modulated by an applied electric field and

is subject to fluctuations (intended or unintended).

Another valid approach is to write the same Hamiltonian in the basis of charge and

flux, so that it can be easily compared with the LC circuit in equation 3.2. Using Φ̂ = Φ0φ̂,

the Hamiltonian is then written

Ĥ =
1

2C
Q̂2 − EJ cos

(
2πΦ̂

Φ0

)
. (3.18)

These equations can be numerically solved to find the exact eigen-energies. In the lab,

we create this device with a designed EC and EJ set by our engineered physical param-

eters, including circuit geometry and Josephson junction transparency. In some regimes,

however, the gate charge ng can fluctuate beyond our control. This phenomenon is known

as charge noise, and it causes dephasing through changes in the transition frequencies.

Fortunately, we can reduce sensitivity to this charge noise by designing the circuit such

that EJ/EC is large (Koch et al., 2007; Schreier et al., 2008). To make this clear, we plot the

first three energy levels as a function of gate charge several different values of EJ/EC in
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FIGURE 3.2: Josephson junction as a circuit element. (a) A Josephson junction is created by
two superconducting electrodes separated by a thin insulating barrier. Embedded in a circuit, it
behaves as an inductance that is nonlinear in flux. Here, we draw four equivalent representations
of the Josephson junction as a circuit element. (b) The current-flux relationship of the Josephson
effect is sinusoidal equation 3.14. To a first order approximation, we can ascribe a linear inductance
of LJ = φ/I to the junction (purple line). (c) The energy spectrum of the junction is EJ cos φ̂ (black
curve). Successive approximations corresponding to terms in equation 3.20 are included (blue,
green curves), along with the resulting anharmonic eigen-energy spectrum (dashed lines). (Figure
adapted with permission from Reagor, 2015. See Copyright Permissions.)

figure 3.3.

It is evident that whenEJ/EC is large, the qubit approaches the behavior of a harmonic

oscillator. For transmons, we plan to operate near this limit, where φ is small. Therefore,

we can expand the cosine term about φ = 0. To lowest order, we recover equation 3.2

directly from equation 3.18 above, with an effective inductance of the Josephson junction

given by LJ = ( h̄2e)
2/EJ . The result is a simple harmonic oscillator with frequency given

by h̄ωq =
√

8EJEC . In the first order, there is no nonlinearity.

Next, we will further expand the cosine in the Josephson inductance of equation 3.14,

LJ =
Φ0

2πIc cosφ
≈ Φ0

2πI0

[
1 +

φ2

2
+O(φ4)

]
. (3.19)
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FIGURE 3.3: Charge noise insensitvity in the transmon regime. Eigenenergies (first three levels:
E0 in black, E1 in red, and E2 in blue) versus gate charge for several ratios of EJ/EC . Anharmonic-
ity is also reduced with increasing EJ/EC ; but this reduction is geometric whereas charge noise
sensitivity is reduced exponentially. (Figure adapted with permission from Koch et al., 2007. See
Copyright Permissions.)

Equivalently, the expansion in the Josephson term of the Hamiltonian above is written

ĤJ = −EJ cos φ̂ ≈ EJ
[
φ̂2

2
− φ̂4

4!
+O(φ̂6)

]
. (3.20)

The first two orders of correction, accompanied by the resulting eigen-energy levels, are

shown in figure 3.2(c).

This approximation is accurate for φ� 1, or equivalently in the flux basis, for n̄ΦZPF /Φ0 �

1. Recall from equation 3.7 that ΦZPF ∝
√
Zc. Therefore, a low impedance circuit has less

flux noise which lends favorably to this approximation. On the other hand, the trade off

is that the low impedance circuit has more charge noise than a higher impedance circuit.

The consequences of this effect are evident in the sensitivities to gate charge fluctuations

pointed out with the aid of figure 3.3.

Using this expansion (equation 3.20 to fourth order in φ), definition equation 3.8, and

applying a rotating-wave approximation, the approximate transmon Hamiltonian is

Ĥ = h̄ω′q(â
†â+ 1/2) + h̄

α

2
â†â†ââ. (3.21)
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We have thus renormalized the circuit to be an oscillator with a new frequency

h̄ω′q =
√

8EJEC − EC (3.22)

and anharmonicity α = −EC/h̄.

The transition frequency between the ground state and the first excited state differs

from the transition frequency between the first and second excited states by an anhar-

monicity α = ω01 − ω12. In fact, this is most precisely what we mean by “anharmonicity”,

and it is this property that allows us to control the level transitions directly with incident

microwave pulses. In the transmon limit, EJ/EC ≈ 50 − 100, and the anharmonicity is

about 3 − 5 percent of ω′q. Therefore, we can design transmon qubits of frequencies 5-10

GHz with anharmonicities on the order of 100 MHz. With the resulting energy spectrum,

it is possible to manipulate the system with pulses on the timescale of nanoseconds while

remaining sufficiently selective to the desired transitions (Houck et al., 2009).

In particular, we wish to restrict operation to a logical subspace consisting of only the

first two energy levels of the transmon. Let us thus relabel ωq = ω′q from this section and

rewrite the Hamiltonian as that of a two-level system with energy states |g〉 and |e〉:

Ĥq = h̄ωq|e〉〈e|, or (3.23)

Ĥq =
1

2
h̄ωqσ̂z. (3.24)

Our approach is now readily applicable to the language of quantum information science

introduced in chapter 2, and this Hamiltonian describes the “qubit” for the rest of this

thesis.
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3.4 Circuit QED

By coupling the qubit to a linear resonator, its state can be protected from radiative decay

or decoherence from nearby dissipative sources.

In cQED, a system with one (two-level) qubit and one cavity is described by the Jaynes-

Cummings Hamiltonian (Jaynes and Cummings, 1963):

ĤJC = h̄ωc

(
â†â+

1

2

)
+

1

2
h̄ωqσ̂z + h̄g

(
â†σ̂− + âσ̂+

)
, (3.25)

where g is the interaction rate, and ωc and ωq are the cavity and qubit frequencies respec-

tively. The last term represents a dipole interaction between the cavity and qubit. The

expression contains the harmonic oscillator ladder operators, â and â†, as well as opera-

tors σ̂± = σ̂x ± iσ̂y and σ̂z that operate on the qubit state. This Hamiltonian is under a

rotating wave approximation (RWA), meaning that terms that are counter-rotating (i.e. do

not conserve energy) are deleted. 2 In this convenient form, it is a 2 x 2 block diagonal

matrix whose eigenstates are

|n,+〉 = cos θn|n− 1, e〉+ sin θn|n, g〉,

|n,−〉 = − sin θn|n− 1, e〉+ cos θn|n, g〉,
(3.26)

where θn = arctan2g
√
n/∆, which is the degree of hybridization of the qubit and cavity.

The eigen-energies are En,± = nh̄ωc ± h̄
√

4g2 + ∆2/2 and the ground state E0 = −h̄∆/2,

where ∆ = ωq − ωc is the detuning between the qubit and the cavity.

On resonance, when ∆ = 0, the eigenstates are just the odd and even combinations

of states |n − 1, e〉 and |n, g〉. An excitation in this cQED system oscillates between these

two states with a rate g. This is called a “vacuum-Rabi oscillation” and the g is a common

measure of the strength of the interaction between the qubit and cavity degrees of free-

dom. In circuit QED, the interaction rate g can be hundreds of MHz, sufficient to perform

2Without taking the RWA, the interaction term is replaced by h̄g(â† + â)σ̂x.
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FIGURE 3.4: Photon number splitting and energy level diagram. (a) In the strong dispersive
regime, the qubit and cavity are detuned and χ is large enough compared to the decay rates. The
observed effect is photon number splitting of the qubit transition (left) and a cavity peak that de-
pends on the state of the qubit (right). (b) The corresponding energy level diagram has the asso-
ciated transition frequencies labeled. (Figure adapted with permission from Schuster et al., 2007.
See Copyright Permissions.)

quantum operations in nanoseconds, but small enough that counter-rotating terms in the

Hamiltonian can usually be ignored (RWA). We will discuss the control of this parameter

in section 3.5.1.

The physics of the cavity-qubit interaction can take on different characters as the sys-

tems hybridize depending upon how close to resonance the two are. Altering the detuning

in-situ during an experiment can be very useful. For this purpose, the classic transmon

design includes two junctions in a gradiometric superconducting quantum interference

device (SQUID) configuration. Applying a flux through the SQUID loop modulates the

Josephson term of equation 3.25, changing the frequency of the qubit.

3.4.1 Strong dispersive regime

The purpose of cQED experiments is observe the effects of the coupling term and put them

to use processing quantum information. In experimental devices, however, the desired

effects can be obscured by photon decay at rate κ and qubit decoherence at rate γ. We will

say more about the origins of these decay rates in section 5.2. For now, we state that it
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is desirable to be able to engineer systems that are in a “strong coupling” regime, where

g � γ, κ.

When the the coupling is strong and the qubit and cavity are far off resonance from one

another (∆ = |ωc − ωq| � g), we can recast equation 3.25 to the dispersive Hamiltonian:

Ĥ = h̄ (ωr − χ|e〉〈e|) â†â+ h̄ωq|e〉〈e| (3.27)

where χ = g2/2∆. 3 We are in the limit χ � nκ, γ (where n = 〈â†â〉). Observe that the

interaction term representing exchange of excitations in equation 3.25 is gone. Instead, the

dispersive interaction produces a shift in cavity frequency that depends on the qubit state.

Note that we can also write the dispersive Hamiltonian as

Ĥ = h̄ωrâ
†â+ h̄

(
ωq − χa†â

)
|e〉〈e|, (3.28)

where we have simply regrouped the terms to observe a shift in the original qubit fre-

quency that depends on the number of photons in the cavity. If there is a superposition of

photon number states in the cavity, the qubit transition will spit into several peaks sepa-

rated by χ – a phenomenon we call “number splitting”. The consequences of the dispersive

interaction are shown schematically in figure 3.4.

As a result of this hybridization, the eigenstates take on a “dressed” form. For instance,

the one-excitation dressed states are written

|−, 0〉 ∼ − g
∆
|e, 0〉+ |g, 1〉

|+, 0〉 ∼ |e, 0〉+
g

∆
|g, 1〉.

(3.29)

The fact that the cavity frequency depends on the qubit state is used for non-destructive

readout of the qubit state, as described in the next section. In addition, this dispersive

3This definition for χ is consistent with current notation in the lab, but note that it is different by a factor of
2 from Schuster, 2007. Do not be confused.
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interaction can source qubit-cavity entangling operations by making it possible for us to

perform qubit gates that are selective on the state of photons in the cavity. Some of these

operations can be seen in action in chapter 8 and are described more thoroughly in other

publications (Vlastakis et al., 2013).

3.4.2 Qubit readout

The dispersive readout mechanism is described in figure 3.5 and caption. I note that qubit

readout can also be achieved through a different mechanism that we call the “Jaynes-

Cummings readout”, or “high power readout” (Reed et al., 2010; Boissonneault, Gambetta,

and Blais, 2010, and Reed, 2013–chapter 6).

3.4.3 Multimode generalization

To describe the physics of current experiments, we need to expand upon the ideas intro-

duced here. To this end, we write a generalized multimode Hamiltonian to fourth order in

φ and with RWA applied:

Ĥ(4) =
∑

i

h̄ωiâ
†
i âi −

∑

i 6=j
h̄χij â

†
i âiâ

†
j âj −

∑

i

h̄

2
αiâ
†2
i â

2
i . (3.30)

All modes i in the Hamiltonian have an anharmonicity, αi, also called self-Kerr, weighted

by their participation to the junction phase, as well as a state-dependent shift caused by all

the other modes, χij , also called the cross-Kerr. The actual system has higher order terms

that are sometimes important, but they are not explicitly important in the scope of this

thesis.

3.4.4 Black-box quantization analysis

A very effective method for analyzing cQED systems is black-box quantization (BBQ) (Nigg

et al., 2012). This technique successfully describes the spectrum of all the early transmon
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FIGURE 3.5: Dispersive readout of qubit state. (a) The frequency of the readout resonator depends
on the state of the transmon qubit from which it is detuned. In the strong dispersive regime, the
frequency shift χ is greater than the linewidth of the cavity mode, κ, allowing for clear discrim-
ination in spectroscopy. (b) A readout pulse at the bare cavity frequency (ωc/2π ≈ 5 − 10 GHz,
purple arrow in(a)) adds energy to the resonator which then exits through a measurement chain,
where it is demodulated to ∼20 MHz, digitized, and analyzed by digital demodulation to extract
an amplitude and phase (or real and imaginary) profile over time. The envelope of the ring-up is
the same regardless of the qubit state, while the phase is different. (c) Many iterations of measure-
ment results are histogrammed to reveal the probabilities that the qubit was in |g〉 or |e〉 at the time
of the readout pulse. Larger δθ enables greater readout contrast. (Figure used with permission
from Reagor, 2015. See Copyright Permissions.)
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designs and promises application in more diverse multi-qubit-multi-cavity systems. In

essence, the analysis involves decomposition of the Josephson junction into a linear and

nonlinear part followed by network theory using the junction electrodes as a port. In the

next section we will ask, “what is Vext as seen from the junction?” in order to calculate

the dipole interaction strength g. However complicated the rest of the environment, this

question is answered if we know the frequency-dependent impedance, Z(ω), of the exte-

rior environment from the perspective of the junction electrodes. Figure 3.6 makes this

viewpoint explicit. In fact, any linear circuit or electromagnetic environment can be trans-

formed to this model with some Z(ω).

First, we make the approximation that all of the circuit except for the junction non-

linearity is treated as a Foster network. 4 That is, the nonlinearity of each mode that

arises from hybridization with the Josephson junction is assumed to be a small perturba-

tion to the linear behavior. Under this approximation that the external circuit is linear,

non-dissipative (Z = iX), and passive, this otherwise mysterious black-box network can

be transformed into one of Foster’s forms, as in figure 3.6(b). This transformation can go

to either a series concatenation of parallel LC resonators (Foster’s first form) or a paral-

lel concatenation of series LC resonators (Foster’s second form). Either way, the mapping

corresponds to a diagonalization of the linearized system of coupled harmonic oscillators.

The modes in these Foster networks, represented by individual LC resonators, are uncou-

pled or independent. Also, the poles and zeros of Z(ω) completely specify the frequency

characteristics of the Foster network. Specifically, the resonance frequencies are given by

the real parts of the poles of Z (or the real parts of the zeros of Y = 1/Z).

Y (ω) = 1/Z(ω) =
∑

i

ciω

ω2
i − ω2

, (3.31)

with resonances ωi = 1/
√
LiCi.

4In our standard approach, the linear inductance LJ is assumed to be part of the environmental circuit as
well.
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In practice, Z(ω) can be obtained by analytical circuit analysis or through finite-element

simulations. Then, since each mode is independent, Kirchhoff’s laws tell us that Vext as

seen from the junction is the vector sum of the voltage across the excited modes of the

Foster equivalent circuit. Vext = dφ/dt for each, so phase contribution from each mode

adds as to a total

φ =
∑

i

φi =
∑

i

√
h̄

2Im [Y ′(ωi)]
, (3.32)

where Y ′(ωi), the slope of the admittance at its zero-crossing, appears.

In fact, all Hamilitonian parameters can be extracted knowing Lj as well as ωi and

Y ′(ωi) for all relevant modes. With these as input parameters, we use QuTIP (Johansson,

Nation, and Nori, 2013) to diagonalize the full Hamiltonian to obtain anharmonicities and

interaction terms.

Small losses are incorporated in this approach by decomposing the circuit into RLC

circuits instead of LC circuits. In this case, the quality factor of the i-th mode is given by

Qi =
ωi
2

Im [Y ′(ωi)]

Re [Y (ωi)]
(3.33)

with corresponding lifetime Ti = Qi/ωi.

See Nigg et al., 2012 for a more thorough discussion of BBQ quantization, including

multi-qubit formalism.
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FIGURE 3.6: Blackbox circuit quantization. (a) A junction’s electromagnetic environment can be
represented as a complex frequency dependent impedance in parallel with a current source. (b) If
the environment is assumed to be linear, non-dissipative, and passive, it can be transformed into
an equivalent Foster circuit for network analysis. In either of Foster’s forms, the constituent LC
resonators are independent from one another.
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3.5 Experimental implementations

Many cQED experiments in labs around the world have been realized in the last 15 years.

Experiments have investigated several variations of qubit species, as well as variations in

the structure of the resonator. Furthermore, many are true quantum information process-

ing devices that are composed of multiple qubits and multiple resonators of various types

between which the interactions are artfully tailored. In this section, we look at the cou-

pling mechanism behind the interaction of a single transmon qubit and electromagnetic

resonator.

3.5.1 Engineered interaction

The first prevalent cQED implementation was that of a qubit strongly coupled to a copla-

nar waveguide (CPW) transmission line resonator. The CPW transmission line resonator

is drawn with its circuit equivalent in figure 3.7. We are interested in creating an overlap

of the fields of a qubit mode to those of a standing wave mode of this transmission line.

Intuitively, this is achieved by placing the qubit in a region where the voltage oscillation of

the resonator mode forces a charge oscillation across the Josephson Junction.

In this section, we will understand how this manifests as the interaction term h̄g(âσ+ +

â†σ−). We recognize g as the dipole matrix element for a single quantum of excitation

being traded between the qubit and the photon mode.

To know the strength of the interaction g, we will be interested in the voltage or current

corresponding to an exchange of one excitation, for instance the loss of one photon from

the resonator. From equation 3.7 and equation 3.6 we can write these matrix elements for

the charge and flux:

〈g|Φ̂|e〉 =

√
h̄Zc

2
, and (3.34)

〈g|Q̂|e〉 =

√
h̄

2Zc
. (3.35)
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These equations express the flux and charge difference between the ground state and the

first excited state in the circuit, in terms of the circuit’s characteristic impedance. The

associated differences in the voltage and current are then simply

〈g|V̂ |e〉 = 〈g|ωcΦ̂|e〉 = ωc

√
h̄Zc

2
, and (3.36)

〈g|Î|e〉 = 〈g|ωcQ̂|e〉 = ωc

√
h̄

2Zc
. (3.37)

But it will be enlightening to write this in a form that includes the fine structure constant, α

as done in Devoret, Girvin, and Schoelkopf, 2007. To do this, we incorporate α = Z0e
2/2h,

where Z0 is the impedance of free space (or the “vacuum impedance”), given by Z0 =
√
µ0/ε0. We arrive at the expressions:

〈g|V̂ |e〉 =

√
1

8π

hωc
e

√
Zc
Z0

α1/2, and (3.38)

〈g|Î|e〉 =

√
1

8π
eωc

√
Z0

Zc
α−1/2. (3.39)

Meanwhile, the coupling between a (two-level system) qubit and external circuit can

be written as

Ĥc = −2eN̂ · V̂ext, (3.40)

where V̂ext = Q̂ext/CJ is the voltage established by an external charge Q̂ext on the junction

capacitance CJ . By comparison with an atomic interaction of form Hc = −~p · ~E(~x), we

identify 2eN̂ with the dipole moment of the qubit, for which

〈g|2eN̂ |e〉 =

(
2EJ
EC

) 1
4

e. (3.41)

We will consider incorporating the qubit with the transmission-line resonator in two

different configurations: Either placing the qubit in the gap between the central conductor
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FIGURE 3.7: Transmission line resonator. (a) Coplanar waveguide (CPW) transmission line res-
onator viewed from the top. Grey areas are superconducting films. Colored curves represent the
spacial variation in voltage (red) and current (blue) profiles over the length of the resonator pertain-
ing to the first (fundamental) standing wave mode. This is a λ/2 resonance. (b) Circuit schematic
of the transmission line resonator. The capacitors are analogous to the mirrors of a Fabry-Perot
resonator. The section of transmission line has characteristic impedance Zc and a propagation ve-
locity ν. (c) Lumped element model of a resonator corresponding to the λ/2 = πν/ωc resonance.
The cavity “mirrors” are the coupling capacitors, Cc.
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and the ground plane, as shown in figure 3.8(a), or placing the qubit “in-line” with the cen-

tral conductor of the resonator, as shown in figure 3.8(b). Qubits are typically fabricated

to have dimensions that are much smaller than a wavelength. Therefore, it is possible to

make use of lumped-element approximations to evaluate Hamiltonian parameters. Typi-

cally, a capacitance network is suitable. In the following analysis we work on resonance,

with ω = ωc = ωq, to work out a dimensionless coupling factor g/ω.

Parallel qubit-resonator coupling.

The first scheme, diagrammed in figure 3.8(a), makes use of a field maximum at the

end of the resonator to drive current across the junction. The coupling of the qubit to

the resonator is modulated by the capacitance to ground, Cg. Specifically, it is a voltage

division:

〈g|V̂ext|e〉 =
Cg

Cg + CJ
〈g|V̂ |e〉. (3.42)

By combining this with equation 3.40, equation 3.41, and equation 3.38, we arrive at the

dimensionless coupling constant

g⊥
ω

=

√
1

2π3

Cg
Cg + CJ

(
2EJ
EC

) 1
4
√
Zc
Z0

α1/2. (3.43)

These parameters are under the control of the circuit designer, with some of the other

consequences regarding the anharmonicity and sensitivity to noise having been mentioned

earlier in this chapter.

In the case of small EJ/EC (Cooper Pair Box), this finding is written more compactly

as
g⊥
ω

=
eβV0

h̄ω
= β

√
Zce2

2h̄
, (3.44)

where V0 =
√
h̄ω/2C is the root-mean-square voltage due to vacuum fluctuations in the

circuit, 5 and β = Cg/(Cg + CJ) describes the voltage division (Schuster, 2007).

5The RMS vacuum voltage fluctuation comes from solving 1
2

1
2
h̄ω = 1

2
CV 2

0
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The situation in this coupling scheme is similar to that of an atom in an optical cavity

of cavity QED. However, atoms are small, and there is great flexibility advantage in circuit

design. Another way to look at this same coupling scheme is in terms of the qubit’s dipole

coupling to the electric field fluctuations in a cavity of volume V (Schoelkopf and Girvin,

2008). Consider the resonator as a section of transmission line, as pictured in figure 3.7(b).

Imagine it has radius r, in which case the entire mode volume is V = πr2λ/2. For the

quantum harmonic oscillator ground state, we would write

h̄ω

4
=
ε0
2

∫
E2dV =

ε0
2
E2

0V, (3.45)

were E0 is the root-mean-square electric field at the location of the atom due to vacuum

fluctuations. Plugging in the mode volume and substituting for λ = 2πc/ω, where c is the

speed of light,

E0 =
1

r

√
h̄ω2

2π2ε0c
. (3.46)

Now, the vacuum Rabi frequency is given by energy h̄g = dE0. Let the dipole moment

|~p| = eL in the direction of the electric field fluctuations, with e being the electron charge

and L indicating the size of the qubit. Following this, we can write the dimensionless

coupling constant in terms of the relevant length scales:

g

ω
=
L

r

√
e2

2π2ε0h̄c
=
L

r

√
2α

π
. (3.47)

Note the appearance of α, just as in equation 3.43. In the circuit QED case, it is possible

that V � λ3 and L/r → 1. In contrast, the cavities employed for cavity QED have larger

mode volumes and the real atoms have smaller dipole moments. In practice, cQED circuits

are commonly designed to have g/ω ∼ 10−2. This is much stronger than the cavity QED

analog of an atom in an optical trap, for which typical couplings are g/ω ∼ 10−6.

Series (“in-line”) qubit-resonator coupling.
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FIGURE 3.8: Circuit schematics of two different schemes for coupling a Josephson junction qubit
to a cavity resonator. (a) The junction is placed in the insulating gap of the transmission line
and couples via its voltage oscillations. (b) The junction is embedded in the central conductor of
the transmission line and is coupled to its current oscillations. (Figure adapted with permission
from Devoret, Girvin, and Schoelkopf, 2007. See Copyright Permissions.)

The second scheme, diagrammed in figure 3.8(b), involves placing the qubit directly in

the path of the center conductor. Though this “in-line” configuration is not the one used

for most current experiments in our lab, we address it here to demonstrate the remarkable

interaction strength that can be achieved in cQED. Here, the qubit couples directly to the

charge of the resonator, meaning Vext = Q̂/CJ . By combining this with equation 3.40,

equation 3.41, and equation 3.39, we arrive at the dimensionless coupling constant

g‖

ω
=

1

8π

(
EC
2EJ

) 1
4
√
Z0

Zc
α−1/2 (3.48)

The coupling in this configuration can be extremely strong, as we have emphasized by

writing it in this way, finding a negative power of α = 1/137. Also, note that
√
Z0/Zc > 1.

Taking for example, values of EC/2EJ = 100 and Zc = 50 Ω, the dimensionless coupling

rate is ≈ 20. This falls into the “ultra-strong” coupling regime (Ciuti and Carusotto, 2006;

Bourassa et al., 2009) where RWA does not apply.
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3.5.2 3D Cavity cQED

The same cQED-enabled physics that we have been discussing can be harnessed when

the transmission line resonator is replaced with a 3D cavity resonator. Incorporation of a

transmon qubit and a rectangular 3D cavity in a strong dispersive regime resulted in ma-

jor gains in coherence times (Paik et al., 2011). Not surprisingly, 3D cavities immediately

became very popular in the growing community of cQED experimenters. The most ba-

sic type of 3D cavity is a rectangular waveguide cavity, but other geometries are proving

useful in cQED as well (Reagor et al., 2016).

The dimensions of a rectangular cavity determine the spectrum of resonant modes.

The transmon is fabricated on a substrate, which is cut to size and placed with carefully

chosen orientation in the cavity. An SMA connector delivers and receives signals from the

internal cavity and qubit modes. The effective mode volume of 3D cavity resonators is

greatly increased compared to “planar” transmission line cavities (figure 3.7) or compact

resonators (Geerlings et al., 2012) of the same frequency. The most striking advantage to

this approach is that a 3D cavity has a longer lifetime T1, or a larger quality factorQ = ωcT1,

than a small planar circuit made of the same materials. This is due to reduced participation

ratios in lossy materials. (We will discuss this further in section 5.2.) We also note that the

larger mode volume necessitates a larger qubit extent in order to achieve a sufficiently high

dipole coupling rate g ∼ 100s MHz.

The 3D transmon has longer coherence times (T1 ∼ T2 ∼ 100 µs) than “planar” super-

conducing qubits, and we identify several reasons leading to this. First, the larger dimen-

sions of the 3D qubit have the beneficial effect of lowering dielectric participation ratios

(more in section 5.2.4). Second, radiation losses (section 5.2.2) for the 3D qubit are small

and simple to calculate because the qubit is completely encapsulated in the cavity. Hous-

ing the qubit in vacuum surrounded by perfect superconducting cavity walls is impecca-

ble microwave isolation. Compare this “clean” RF environment to that of a planar qubit,

which may have stray capacitance coupling it to nearby parts of the circuit, wirebonds,
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PCB, epoxy, or box modes of the experimental package. Additionally, in experimental sce-

narios in which the qubit lifetime is “Purcell-limited” (see section 8.6.1), the coupling of a

qubit to a cavity with a higher Q will enhance the lifetime of the qubit.

Now that we have discussed some advantages, let us consider two analytical approaches

to calculating g for qubits encapsulated in 3D cavities. Note that the 3D transmon of Paik

et al., 2011 is essentially an antenna in a box. Electrodes on either side of the Josephson

junction build up a potential Vext manifested from dipole coupling to the surrounding

electromagnetic mode of the cavity.

An oscillating electric dipole ~p radiates power (Jackson, 1998)

〈P 〉 =
µ0|~p|2ω4

12πc
(3.49)

where we indicate with angle brackets that this is a time-averaged quantity. For this rough

calculation, we will estimate that the dipole moment is |~p| = eL, where e is the electron

charge and L is the length of the qubit antenna. The radiated power obeys 〈P 〉 = Γh̄ω,

where Γ is the radiative decay rate of the transition. Fermi’s Golden Rule tells us that the

decay rate to a continuum of states is Γ = g2/ω. Putting it all together and simplifying to

arrive at an expression in terms of the fine structure constant α:
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√
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(We have used ω/2π = c/λ and c = 1/
√
ε0µ0 as well as the definition of α.) We find that

the dimensionless coupling constant has the same form as equation 3.43:

g

ω
∼ L

λ
α1/2. (3.51)

Indeed, 3D cavities can couple to qubits inside with the same order of magnitude as trans-

mission line resonators, and the coupling strength can be modified by adjusting L/λ.

We can also describe the 3D cavity-qubit coupling with an equivalent circuit. The lay-

out is straightforwardly mapped to a circuit like that of figure 3.8(a). Just as we found in

the last section, there is a voltage division

〈g|V̂ext|e〉 = β〈g|V̂ |e〉 (3.52)

where we now generalize β = Cg/CΣ for the voltage division, where CΣ is the total ca-

pacitance, which you will recall is related to the charging energy as EC = e2/2CΣ. The

coupling constant is then given exactly by equation 3.44. The capacitances are modified

by shaping of the antenna electrodes as well as the surrounding cavity geometry, and ad-

justing the location of the qubit with respect to the cavity mode. In order to calculate the

relevant capacitances in practice, electrostatic simulations and/or electromagnetic mode

simulations are conducted in addition to an analytical approach.

3.6 A dynamic toolbox

Now the reader can appreciate that several characteristics of cQED are encouraging for

its prospects in quantum computation. Though we have not discussed the other physi-

cal implementations at length, we experimentalists enjoy that cQED manipulations and

measurements are done with all electronic control using off-the-shelf microwave genera-

tors and coaxial cables. As we have shown in this chapter, strong coupling between the
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qubit and cavity is readily accessible. This is dissimilar to atomic qubits, for example. Fur-

thermore, the field has sustained exponential growth in qubit coherence times as a result

of improvements in design and materials. Therefore, cQED is an attractive platform for

exploring quantum control of photons in the microwave realm.

One can probably imagine that the flexibility of circuit design affords the cQED ex-

perimentalist with a wide range of potential quantum systems, some of which are viable

for application in quantum information processing. Countless variations on the coupling

schemes laid out in figure 3.8 are possible, and can be modeled by the addition of induc-

tors and capacitors in additional circuit branches. Multiple qubits and multiple cavities

are combined in increasingly complex networks.

We make another observation about transmons that sets them apart from other physi-

cal implementations listed in section 2.2. These quantum objects are mesoscopic in nature,

composed of many millions of atoms. Yet, as we have discussed in this chapter, they

are definitively quantum. First, they possess discrete energy levels. Second, they can ex-

ist in superpositions of their eigenstates. Third, they undergo transitions between their

eigenstates accompanied by absorption or emission of electromagnetic energy. As a conse-

quence, they interact with harmonic oscillator modes with completely analogous physics

to that of atoms in optical cavities in cavity QED. For this reason, we can fondly call super-

conducting qubits “atoms with wires”, and they are truly engineerable quantum systems.
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Multilayer microwave integrated

quantum circuits

4.1 Scalability

4.1.1 Introduction

In 1965, when state-of-the-art integrated circuits had only ten components, Gordon Moore

made a now-famous prediction: the number of transistors on a production integrated cir-

cuit would double every two years (Moore, 1965). This has held true to present times,

enabled and accompanied by astounding technological achievements.

Quantum circuits are a comparatively nascent, but nevertheless extremely lively sub-

ject of research and development. Rather than observing a steady increase in the number

of components, we presently see a healthy rise in qubit lifetimes. Amazingly, the relevant

lifetimes achieved in experiments have increased exponentially since the superconducting

qubit’s inception over 15 years ago. This is a trend that we like to refer to as “Schoelkopf‘s

law” (figure 4.1). It is unknown how long this trend can persist. Research will doubtless

continue with the aim of reducing materials’ dissipation effects on qubits. In addition, for

every incremental gain in coherence times, it becomes increasingly important to develop

48
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scalable hardware schemes that are suitable for such delicate systems. This is the motiva-

tion for much of the work in this thesis.
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FIGURE 4.1: Schoelkopf’s Law for the coherence times of superconducting circuits. The coher-
ence of state-of-the-art superconducting quantum circuits has doubled approximately every nine
months. (Reproduced from (Devoret and Schoelkopf, 2013), updated in (Reagor, 2015).)
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Superconducting quantum circuits share several important advantages with classical

computing architectures: For one, devices are created in the solid state and their properties

can be fully engineered through circuit design and mass produced by lithographic fabrica-

tion. Further, electromagnetically coupling qubits to superconducting transmission lines

enables communication of quantum information, rapid multi-qubit gates, and entangling

operations between elements on or off the chip (Barends et al., 2014; Reed et al., 2012; Roch

et al., 2014; Majer et al., 2007; Steffen et al., 2013; Loo et al., 2013). Finally, electronic con-

trol and measurement are achieved through microwave signals carried to and from the

device by wires and cables. In addition to this high capacity for quantum electrical en-

gineering, the lifetimes of quantum states in such systems have continually risen due to

improvements in design and selection of high quality materials. As a consequence, su-

perconducting circuits fulfill many of the necessary requirements for universal quantum

computation, as evidenced by recent experimental realizations of a large suite of desired

building blocks (Divincenzo, 2000; Ladd et al., 2010; Perez-Delgado and Kok, 2011).

In general, scaling up quantum information devices will require connecting orders of

magnitude more circuit elements than today’s experimental devices without sacrificing

coherence. In particular, building a fully functional, fault-tolerant quantum computer re-

quires error rates to remain below the threshold for quantum error correction (Gottesman,

2010; Knill, 2005). At the same time, the different components must retain the ability to

selectively interact with each other while being externally addressed and accurately con-

trolled. Finally, they must be mass producible in a reliable and precise manner. These

criteria cannot be achieved by simply replicating and connecting currently available cQED

hardware.

4.1.2 Challenges in scaling cQED circuits

Superconducting quantum circuits are presented with crucial challenges that prevent a

scaling strategy similar to that of classical integrated circuits. The strong electromagnetic
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interactions of the qubits allow for efficient entanglement and control, but make them also

especially susceptible to undesired couplings that degrade quantum information. This

“cross-talk" results in either undesirable mixing of quantum states or decoherence. High

isolation to prevent these effects is especially important as long-lived qubits (Q ≈ 106−109

; 10 kHz – 10 Hz) must also be coupled to high-speed (10 MHz – 1 GHz) elements for read-

out, control, and feedback. Various strategies are employed in complex superconducting

circuits, including large scale detector arrays, to mitigate cross-talk (Noroozian et al., 2012;

Audley et al., 2004; Zmuidzinas, 2012; Wenner et al., 2011b; Chen et al., 2014; Vesterinen

et al., 2014; Bunyk et al., 2014; Lee and Lee, 1998). On a small scale, these unintended

couplings can be minimized by spectral and/or spatial separation among elements on a

single chip. However, with increasing number of elements, the former approach faces an

increasingly crowded spectrum. The latter becomes ineffective when the device package

grows in size and consequently supports unintended electromagnetic modes that can me-

diate detrimental couplings between elements. These effects become more problematic as

circuits must move beyond tens of qubits, requiring chips greater than a wavelength (∼cm)

in size.

Increasing complexity and computation power of a quantum computer is unlikely to

be achieved by miniaturization of its constituent elements. Most of the superconducting

circuit elements in devices to date have dimensions of 3-30 mm, which is approximately

the wavelength of microwave light they contain. It is also understood that increasing the

density of elements through simple miniaturization is subject to a trade-off between size

and coherence due to dissipative materials. This trade-off has been established in super-

conducting resonators and qubits, where larger features provide a reduced sensitivity to

surface losses (Wenner et al., 2011a; Geerlings et al., 2012; Reagor et al., 2013; Wang et al.,

2015). Moore even pointed out in his predictions about the scaling up of classical circuits

that larger volumes are accompanied by a coherence advantage: While considering large-

value capacitors and inductors in linear circuits, Moore says, “By their very nature, such
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elements require the storage of energy in a volume. For high Q it is necessary that the

volume be large...” (Moore, 1965).

With coherence being the critical attribute to maintain, we conclude that miniaturiza-

tion is a lower priority. Simply miniaturizing existing elements in order to achieve higher

density is both unnecessary and detrimental to coherence, thereby requiring even more

qubits in an error-correction overhead. The hardware platform for quantum circuits must

instead literally be scaled up, implying that the physical size of a quantum computer will

increase with the number of qubits it contains. The parts which are not coherence-critical,

however, ought to be miniaturized: control wiring, connectors, and packaging.

Scaling up quantum circuits also encounters a challenge in connectivity. A large num-

ber of qubits and resonators have to be selectively coupled to each other with very low loss.

This requires more internal connections between circuit elements than can be achieved in a

single plane, demanding signal crossovers that are generally hard to implement with high

isolation (Chen et al., 2014; Jeffrey et al., 2014). Even in planar architectures that only re-

quire nearest-neighbor coupling, such as the surface code (Fowler et al., 2012), additional

connections are needed for measurement and control purposes. As a result, development

towards low-loss three-dimensional connections has emerged as a pressing need. A su-

perconducting quantum computer will also require a scalable input/output interface that

provides external connections with much higher density and isolation than techniques that

are presently employed, such as wire bonding.

Therefore, the outstanding task is to design a hardware platform that allows large num-

ber of quantum components to couple through intended and controllable channels, while

suppressing any other interactions. In addition, crucial properties of the quantum circuit,

such as qubit and resonator frequencies, anharmonicities, and mutual interaction strengths

must be more predictable and reproducible than what has been necessary to date.
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FIGURE 4.2: Conceptual sketch of a quantum computer. A large quantum information processor
can be composed of many individual modules with precisely managed connections. These modules
consist of enclosures approximately a wavelength in size ( cm) containing superconducting circuit
elements, including Josephson-junction qubits. While only a few modules are sketched here, a
quantum processor composed of millions of these components can occupy the payload space of
industry standard dilution refrigerators (m3). (Figure used with permission from Brecht et al.,
2016. See Copyright Permissions.)
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4.2 Quantum hardware of the future

It should soon be possible to construct a scalable quantum computer that overcomes these

challenges by incorporating other technologies into the cQED architecture. This can be

achieved by dividing the quantum circuit into subsystems and shielding each one with a

three-dimensional superconducting enclosure, as sketched in figure 4.2. The enclosures,

represented as boxes in the figure, suppress cross-talk by providing a high degree of elec-

tromagnetic isolation. Some house planar circuits containing multiple qubits, some con-

tain input and output circuitry, and others are themselves 3D cavity resonators serving as

quantum memories (chapter 7, Brecht et al., 2015).

Quantum information can be stored efficiently in the states that reside in storage mod-

ules with minimal loss and high isolation. Modules of input circuitry may include filtered

RF control lines and bias wiring, and output circuitry may include quantum limited am-

plifiers, filters and switches. Key requirements of the device are addressability via a large

number of external connections, indicated by yellow tubes at the surface, and internal

selective coupling and isolation, indicated by grey tubes. Unlike the modules, these inter-

connects can be smaller than a wavelength and require negligible space. Each component

is well isolated from cross-talk and environmental effects (red wave packets) by its enclo-

sure, and components interact only by transmission through shielded channels (blue wave

packets).

The use of intentionally designed 3D modes as quantum elements also alleviates the

need for suppressing spurious package modes. 1 Within each shielded module, circuit

complexity can be kept manageable, and the engineering of different modules can be

mostly independent. Interconnects between individual modules are then created using

superconducting transmission lines. 3D shielding allows for the implementation of a large

1“Package modes” are resonances that are not intended for use in the device, but arise anyway due to the
complex boundary conditions of the surroundings. Participating materials possibly include a chip, PCB, metal
box, package, sample mount, etc. The circuit engineer must conscientiously design the entire system in order
to avoid package modes that are close in frequency or coupling strength to the important device modes.
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number of internal and external connections, shown as wires in figure 4.2, without intro-

ducing cross-talk or sacrificing coherence. A dilution refrigerator payload space of one cu-

bic meter can accommodate a device containing millions of these components, each with

linear dimensions on the order of one centimeter. This general hardware architecture is

compatible with any superconducting circuit, and particularly necessary for the scalable

implementation of a complex device requiring quantum coherence.

As an approach for creating this concept, we introduce the multilayer microwave in-

tegrated quantum circuit (MMIQC), which combines the advantages of integrated circuit

fabrication with the long coherence times attainable in 3D cQED, shown schematically

in figure 4.3. The shielding enclosures are formed using established techniques from the

MEMS industry (Rebeiz, 2003). For example, recesses can be created in silicon wafers by

masking and subsequent etching. The removal of bulk substrate material to create 3D fea-

tures with precise dimensions is known as “micromachining”. The etched wafers are then

patterned with metal, aligned, and bonded to one another to form integrated circuitry and

shielding. Devices can be fabricated in a single foundry to produce a compact monolithic

structure of macroscopic size containing components made with lithographic precision.

This hardware platform is suited for integrating a wide variety of cQED components and

utilizes a number of existing technologies.
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FIGURE 4.3: General schematic of a multilayer microwave integrated quantum circuit (MMIQC).
(Figure is on the next page.) (a) Layers are made of silicon wafers with features etched out of the
bulk using micromachining techniques to create enclosures that serve as high-Q resonators and as
shielding for internal components. Superconducting metalization (blue) covers the walls of these
enclosures and enables low-loss wafer-to-wafer bonding of the layers. Dense planar input/output
circuitry, including filters, switches and amplifiers can be embedded in other layers. RF and DC
vertical interconnects carry signals between layers, and wirebonding or ball-grid connection can
be used to interface with external control and measurement electronics. (b) A cross-section of the
rectangular cavity resonator shows interlayer aperture coupling between the cavity and transmis-
sion lines above. (c) 3D superconducting transmission lines could be constructed using membranes
(green) in the micromachined structure. Some of these can be populated with qubits and act as a
compact low-loss quantum bus. (Figure used with permission from Brecht et al., 2016. See Copy-
right Permissions.)
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4.3 Characteristics of MMIQCs derived from existing

technology

Many of the design problems we have mentioned are not unique to quantum computers,

and have known solutions in different contexts. In this section, we will discuss some of

the existing solutions and point out ways that they can be directly applied in the MMIQC

platform, as well as contrast between contexts such as room-temperature versus cryogenic,

DC versus microwave, and quantum versus classical.

4.3.1 3D cavities and isolation

A prominent feature of the MMIQC is 3D isolation provided by superconducting enclo-

sures. Some of these enclosures form high-Q cavity resonators (figure 4.3(b)). These are

circuit elements in themselves: quantum memories with precise frequencies. We learned

in chapter 3 that a resonator such as this is one of the two key characters in cQED (the other

being the qubit), so there may be many thousands of these cavities in future MMIQCs. Mi-

cromachined cavity resonators withQ ∼100 have previously been demonstrated with nor-

mal metal coatings, and are used in low-loss multi-cavity microwave filters (Harle, 2003;

Brown, Blondy, and Rebeiz, 1999; Papapolymerou et al., 1997). These are a 20-year-old

established technology, and existing methods can be extended to accommodate supercon-

ducting coatings to achieve the higher Qs required for storing quantum states. The cavity

resonator is also the most quintessential component of the MMIQC that can prove the vi-

ability of a superconducting bond isolation strategy. This is the subject of chapter 6 and

chapter 7.

The second function of these enclosures is to provide shielding for embedded planar

(or quasi-planar) circuitry. It is a well-known and effective practice to use metalized enclo-

sures to prevent radiative loss and cross-talk in vertically integrated microwave circuits.

See the summary in Katehi, Harvey, and Herrick, 2001 and examples in Takahashi, 2001;
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Lee and Lee, 1998; Herrick, Katehi, and Kihm, 2001; Henderson et al., 2000; McRae et al.,

2017. In these cases, the enclosures serve as bulk microfabricated electromagnetic packaging

necessary for adequate microwave hygiene. 2

4.3.2 3D transmission lines

Another important feature of the MMIQC is the use of shielded superconducting transmis-

sion lines connecting elements on the same layer (Figure 4.3(c). Micromachining has previ-

ously been used to remove substrate in both normal metal and superconducting transmis-

sion lines to reduce dielectric loss. Notably in superconducting circuits, removal of silicon

around superconducting TiN and NbTiN CPW microwave resonators was shown to re-

duce surface dielectric losses (Sandberg et al., 2012; Bruno et al., 2015). A similar strategy

was shown to reduce dielectric loss in room-temperature microwave CPWs 15 years ear-

lier (Herrick, Schwarz, and Katehi, 1998). Other current work in superconducting circuits

for cQED reduces dielectric loss by design of vacuum-gap stripline multi-layer structures

without the use of micromachining (Minev, Pop, and Devoret, 2013; Minev et al., 2016b;

Lewis, Henry, and Schroeder, 2017).

Much of the other existing work on micromachined transmission lines in normal metals

makes heavy use of metalized walls for shielding or to serve as the outer conductor of the

transmission line (a feature not present in Bruno et al., 2015; Herrick, Schwarz, and Katehi,

1998). While this distinction is a continuous one, the shielding can be considered the outer

conductor of the transmission line if it is in close enough proximity to dramatically in-

fluence the characteristic impedance of the line to a traveling wave. An early theoretical

analysis (Dib et al., 1991) of this idea concludes that the surrounding conductor reduces

radiation compared to traditional CPWs. Multiple styles of multilayer low-loss microma-

chined transmission lines have been developed in normal metals and feature 3D shielding

2 By microwave hygiene, we mean the precise control of the electromagnetic modes in a wide frequency
range that might couple to the qubit (or other device). This is important because any mode, when coupled to
a qubit’s degrees of freedom, can hybridize with low-Q parasitic modes, introducing loss.
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(Chi and Rebeiz, 1996; Blondy et al., 1998; Brown, Blondy, and Rebeiz, 1999; Katehi, 1997;

Garro, 2003; Reid, Marsh, and Webster, 2006; Drayton and Katehi, 1995). For instance, a

diagram and photos of one style of 3D transmission line is reproduced in figure 4.3. Garro,

2003 contains a literature review summarizing and comparing the several styles.

For integration throughout the MMIQC, these types of transmission lines can be mod-

ified to replace the normal metal with superconducting coating. Similar to cavity res-

onators, some of these 3D transmission lines require high quality superconducting bonds

to tame both dissipative loss and cross-talk. Some 3D transmission line geometries, how-

ever, are less sensitive to the quality of the bonds. This sensitivity depends on the distribu-

tion of the currents of the propagating mode. We will say more on this subject for cavities

and sections of 3D transmission lines used as resonators in section 5.2.5.

4.3.3 Vertical interconnects

To route signal communication between layers, MMIQCs must contain many layer-to-

layer transitions of wires and transmission lines. The connectivity advantage of vertically

integrated circuitry is extreme, as summarized by Davis et al., 2005 and suggested by the

schemes shown in figure 4.4. However, engineering these vertical interconnects is much

more difficult when dealing with high-frequency microwave signals, and more challeng-

ing still when the materials are superconducting. MMIQCs will employ superconducting

versions of layer-to-layer microwave interconnects (Herrick, Yook, and Katehi, 1998; Her-

rick, Katehi, and Kihm, 2001; Farrington and Iezekiel, 2011). Two particular examples

are reproduced in figure 4.5. Some of these vertical interconnects in the MMIQC may

be required to carry signals at single-photon power levels, requiring extraordinarily pure

transmission. Recently, several cQED research groups have begun development of such

vertical interconnects.

A second type of layer-to-layer signal transfer can be made through apertures. Cou-

pling of the cavity resonators to one another or to planar transmission lines can be achieved,
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FIGURE 4.3: 3D transmission line on membrane. A transverse cross-section of the three-wafer
stack used to create low-loss room-temperature membrane-supported microstrip resonators in
Brown, Blondy, and Rebeiz, 1999 is shown in (a). The circuit (middle) wafer of a 29 GHz mi-
crostrip resonator in bandstop filter configuration (or what we will call “hanger” in chapter 5) is
shown from (b) bottom view and (c) top view. The upper and lower cavity wafers are not shown
separately, but are comparatively simple. (Figure used with permission from Brown, Blondy, and
Rebeiz, 1999. See Copyright Permissions.)



Chapter 4. Multilayer microwave integrated quantum circuits 63
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FIGURE 4.4: Vertical interconnect schemes. Illustration of vertical interconnect technologies: (a)
wire bonded (b) microbump–3D package (c) microbump–face-to-face (d) contactless–capacitive
with buried bumps (e) contactless–inductive (f) through via–bulk (g) through via–silicon on in-
sulator. (Figure used with permission from Davis et al., 2005. See Copyright Permissions.)

for instance, through apertures in the metalization of the enclosure through which electro-

magnetic field radiates, as done in some room temperature microwave cavities and multi-

cavity filters (Harle, 2003; Brown, Blondy, and Rebeiz, 1999; Papapolymerou et al., 1997).

This is the type of coupling that is implemented later in this thesis. This aperture-type

layer-to-layer coupling is distinct from the vertical interconnects mentioned above in that

the apertures provide a large range of couplings (coupling Qs) between local modes. The

interconnects mentioned above, however, ideally support unity transmission of traveling

signals.

4.3.4 Vias

Vias are simply holes in the substrate wafers that may or may not be metalized. The holes

can be made in silicon wafers by wet or dry etching, and these are sometimes abbreviated

TSVs (through-silicon-vias). For TSVs that are small, or of high aspect ratio, non-trivial

methods have been developed to etch or metallize them. For facilities with the capabilities,
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FIGURE 4.5: Examples of microwave vertical interconnects. (a) Face-to-face bump-bonded inter-
connect of a CPW from Krems et al., 1996, in which the height hb, thickness tb, and pitch pb of the
bumps are considered as parameters affecting the transmission of the transition. (b) CPW wafer-
to-wafer interconnect using wet-etched metalized vias. (From Herrick, Yook, and Katehi, 1998.) (c)
A multilayer microstrip transition. The ground of the two microstrips is connected through a short
section of a narrow waveguide which carries the EM power from one side of the transition to the
other. (From Herrick, Yook, and Katehi, 1998.) (Figures used with permission from Krems et al.,
1996; Herrick, Yook, and Katehi, 1998. See Copyright Permissions.)

however, it can be a robust process. Etching the holes can be done with wet or dry pro-

cesses, or laser ablation. Metalizing the holes is achieved by either electroplating, atomic

layer deposition (ALD), plasma enhanced chemical vapor deposition (PECVD), sputtering,

or solder injection, depending on the application. Metalized vias see use in multilayer ICs

for embedded signal routing. TSVs are used in such high-volume manufactured classical

ICs as CMOS image sensors and stacked 3D DRAM.

Vias will be necessary on some layers throughout a MMIQC in order to suppress field

leakage and resulting cross-talk. It is a common practice in single-layer microwave circuits

to use metalized vias to electrically tie together ground-planes on the front and back sides

of a chip (Wu, Scholvin, and Alamo, 2004). In order to be effective, vias for this purpose

should be distributed with spacing of less than a quarter wavelength. Vias for this purpose

do not need to be circular holes, and they do not always need to be high aspect ratio. For

example, the vias in the device shown in figure 4.3 are millimeters long grooves made

in the same wet-etch step as the enclosures or membrane relief. Linder et al., 1994 also

describes an accessible technical approach using wet-etching to create square vias that is
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a trivial variation to the wet etching of the enclosures. High aspect ratio vias would only

be necessary when connected to localized modes, in which case they must be designed to

minimize radiation loss (section 5.2.2). Deep reactive ion etching (DRIE) or femtosecond

pulsed ultra-violet laser ablation can achieve aspect ratios exceeding 10:1 height to radius.

Another practical reason that open vias may be necessary in the MMIQC is to allow air

to be pumped out of the enclosures. The device is placed in a cryogenic refrigerator with

a vacuum chamber that is evacuated to ∼ 10−6 Torr. If no route for air is available, the

enclosures sealed with superconductor would be hermetic, and the differential pressure

due to an atmosphere trapped inside may explode the wafer stack.

4.3.5 Dense I/O connectorization

Future MMIQCs will require high-density connectivity to external measurement and con-

trol circuitry. For dense connectorization, we anticipate the incorporation of methods com-

monly used in integrated circuits, such as ball grid arrays and flip-chip bonding (Miller

and Jhabvala, 2012; Lau, 1996). A interposer layer may be purposed for routing wires to

spatially distributed bump-to-bump or bump-to-pad interfaces with a substrate PCB. In

addition to wiring density, these types of vertical connections allow signal routing to ele-

ments otherwise inaccessible from the edges of chips by other circuitry. One current effort

to increase density and allow connections to these embedded elements at high sensitivity

is the so-called “Quantum socket”(Béjanin et al., 2016).

For signal routing between large MMIQCs and room temperature operation and mea-

surement electronics, coaxial cables that we currently use in experiments may eventually

be replaced by flexible ribbons of high-density superconducting microwave transmission

lines. Currently, flexible superconducting Nb transmission lines on thin film polyimide

(microwave tan δ ∼ 10−5) are being investigated over 1-20 GHz bandwidth and wide

power range specifically for quantum computing applications(Tuckerman et al., 2016).

Low frequency cryogenic ribbon-looms are commercially available, but other prior work
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on microwave frequency cryogenic flexible transmission lines can be found in millimeter-

wave detectors with heterodyne focal plane arrays, where they must carry a 1-10 GHz IF

signal (Harris et al., 2012; McGarey et al., 2014). Like the quantum computer, this applica-

tion is also concerned with the trade-offs between thermal conduction between tempera-

ture stages and crosstalk between closely spaced signals.

4.4 Prior high-density multilayer superconducting ICs

4.4.1 RSFQ and RQL circuits

Early exploration of Josephson junction ICs aimed to use the junction as a lossless switch

that reproduced the voltage characteristics of the vacuum tube or semiconductor tran-

sistor. Schemes of this type were known collectively as Josephson “latching logics” or

Josephson computation. Notably, the “superconducting supercomputer” program at IBM

in Yorktown Heights, NY, ran from 1969-1983 (Anacker, 1980).

Afterwards, significant technological development was accomplished by those work-

ing on Rapid Single-Flux Quantum (RSFQ) logic infrastructure (Bunyk, Likharev, and Zi-

noviev, 2001; Brock, 2001). RSFQ technology consists of superconductor ICs that enable

high-speed digital logic at low-power with quantum accuracy. Using mixed-signal sys-

tems operating at 100+ GHz, and lying at the intersection of RF and digital domains, it is

intended to perform classical logic operations using radically different IC hardware that

is better suited than modern semiconductor ICs to address complications associated with

high clock-speeds, interconnect delays, and dissipative heating. In particular, RSFQ logic

uses the lossless ballistic transport of single quanta of magnetic flux, or “fluxons”, as the

digital data manipulated by gates.

The RSFQ research effort was strong between 1985 and 2000, with specific applica-

tions in wireless communications, ultra-high throughput networks, and supercomputing.

During that time, prototypes reached the level of very large scale integration, or “VLSI”.



Chapter 4. Multilayer microwave integrated quantum circuits 67

However, the effort lost speed in 2000 with increasing attention and funding redirected

to quantum computing research. Nevertheless, MIT-Lincoln Labs currently produces cir-

cuits with 18,000+ Josephson junctions and 8-10 layers. These multi-layer circuits consist

of alternating layers of niobium and PECVD SiO2 dielectric, with niobium stud vias and

Nb/Al-AlOx/Nb trilayer Josephson junctions. The multilayer structure does not use wafer

bonding; instead it is constructed layer-by-layer with alternating steps of deposition and

chemical mechanical planarization, which helps maintain component yield and unifor-

mity.

A more recently developed cousin of the RSFQ logic family is reciprocal quantum logic

(RQL) (Herr et al., 2011). RQL uses reciprocal pairs of single flux quantum pulses to encode

logical bits. Both power and clock are provided by multi-phase alternating current signals

on the order of 10 GHz. In comparison to RSFQ, RQL gates dissipate negligible static

power because they include no intentionally resistive elements. Circuits operating under

these two logic families share the same fabrication process.

The main difference between a cQED-based quantum computer and RSFQ/RQL cir-

cuits is the requirement for isolation of localized high-quality microwave modes in close

proximity to control circuitry. In RSFQ/RQL, the Josephson junctions are used as fast

switches which turn fluxon transfer on and off rapidly, while in cQED they must sus-

tain coherent oscillations at the single-photon level for as long as possible. Likewise,

RSFQ/RQL circuits are less sensitive to losses in the dielectric support substrate between

layers because the superconducting lines do not function to sustain high-Q modes, as they

must in cQED. Nevertheless, scaling these superconducting circuits has many of the same

system-level concerns as a quantum computer when it comes to I/O connectorization,

packaging, and certain interconnects.
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4.4.2 Detectors

Another area which can lend important technological guidance to MMIQC engineers is

in detectors for sub-mm astronomy and other infrared (IR) imaging. For instance, the

SCUBA-2 detector contains a grid of 10,000+ pixels, each of which consists of a transition-

edge sensor (TES) fabricated on a silicon nitride membrane and is coupled to a single

SQUID on a multiplexed backplane (Audley et al., 2004). The multiplexed SQUID back-

plane (Chervenak et al., 1999) was developed at NIST and can be hybridized with several

types of superconducting detector using indium bonds. One will also serve as the back-

plane for the Near Infrared Spectrometer (NIRSpec) device on the James Webb Space Tele-

scope (JWST) scheduled to be launched within the next two years. NIRSpec’s focal plane

is also combined with a micro-shutter array containing ≈ 250, 000 shutters 100 × 200 µm

in size that can mechanically open and close by individual electronic actuation to form

multiple apertures to different objects in the sky. This is an excellent example of a large-

scale device that utilizes micromachining, superconducting vertical interconnects in the

form of indium bump bonds, and Josephson junctions, as well as micro-electromechanical

systems.

4.5 MMIQC development

4.5.1 Hybridization opportunities

Other existing quantum circuit elements of various geometries can be readily incorporated

into the MMIQC. These include planar fabricated qubits, which can be situated inside

shielding enclosures on non-metalized surfaces. Integration of transmon qubits and mi-

cromachined cavities is the subject of chapter 8. As shown in Figure 4.3c, some modules

or buses coupled to several qubits can even be made on membranes to further suppress

dielectric loss, as was demonstrated in normal metal filters (Chi and Rebeiz, 1996; Blondy

et al., 1998). It is also possible to incorporate low-participation quasi-2D devices such
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as superconducting whispering gallery mode resonators (Minev, Pop, and Devoret, 2013;

Minev et al., 2016b). Practical quantum information processing will require more sophisti-

cated on-chip input/output circuitry under active development, such as quantum-limited

amplifiers (Castellanos-Beltran and Lehnert, 2007; Bergeal et al., 2010; Macklin et al., 2015;

Lecocq et al., 2017), circulators (Sliwa et al., 2015; Kerckhoff et al., 2015; Lecocq et al., 2017),

and switching elements (Pechal et al., 2016; Chapman et al., 2016).

Moreover, the platform is compatible with integration of classical control electronics in

close proximity to the quantum device. When incorporated with adequate isolation, such

“cold electronics” may even be included in the same structure as the quantum elements.

One consequence of such close proximity would be reduced latency in feedback circuits

(eliminating delays of 10s of nanoseconds needed for transmission through cables leading

in and out of a refrigerator). It is possible that eventual quantum computers will make use

of embedded RSFQ or RQL circuitry (section 4.4.1) to control pulse timings on different

qubits, post-processing logic, or in-situ measurement-based entanglement of qubits. In

fact, this kind of integration is already being pursued at Northrup Grumman (Miller and

Naaman, 2016).

4.5.2 New challenges

While many features and components of the MMIQC make use of existing technologies,

there are certain aspects of the design that will require the development of novel tech-

niques. This includes the fabrication of micromachined superconducting enclosures, both

for use as cavity resonators and as shielding. In particular, enclosures with high quality RF

isolation will require a low-loss bond between two wafers that are etched and coated with

a suitable superconductor. The first step in investigating the feasibility of such devices

is to fabricate and evaluate 3D superconducting cavity resonators. This is the subject of

chapter 6 and chapter 7. There, we demonstrate 3D micromachined resonators with high

quality superconducting seams and planar multilayer coupling.
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The second major challenge to making such a multilayer structure useful for cQED is

to engineer coupling between 3D modes and qubits, and also to other embedded planar

circuitry. This is the subject of chapter 8, in which we provide a proof-of-principle device

that includes a micromachined cavity and a transmon. The scheme implemented there,

however, is not the only one possible.

It is not expected to be trivial to incorporate the many transmission lines, wiring, and

filtering that must be added to provide suitably shielded connections between subsystems

as well as to the outside world. Even after high-density vertical transitions like those of

figure 4.4 and the use of multiplexing schemes, the microwave signals must be carried by

many coaxial cables to and from the classical world so that we can engage and ultimately

make use of whatever quantum processing occurs inside. One concern is the massive heat

load of many hundreds of connections between the operating temperature of the quantum

computer and the lab electronics. Excessive cooling power or advances in cryogenics may

be necessary to make the required connections possible. Another likely strategy is to place

control units, feedback units, and classical processing units inside the refrigerator along

with the QIP system. Therefore, this concern is another reason to emphasize MMIQCs’

integrability with non-quantum electronics.

4.6 Conclusion

In summary, practical implementation of complex quantum circuits will require innova-

tive approaches to scaling up. In the platform of cQED, the goal is to create integrated QIP

circuits with multiple interconnected cavities, qubits, and embedded control wiring while

also obeying the principles for minimizing materials losses, and providing the high isola-

tion and shielding that quantum states require. We emphasize that the most pressing need

in achieving this goal is not the miniaturization of circuits, but the maintenance of high

coherence. We conclude that the solution is likely to heavily employ superconducting 3D

enclosures, as sketched in figure 4.2. This chapter proposes a lithographic approach for
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fabricating quantum circuits that incorporate superconducting enclosures in a multilayer

structure (figure 4.3). The eventual complete demonstration of the MMIQCs described

here could enable the large-scale fabrication of sophisticated systems for quantum infor-

mation processing.



Chapter 5

Microwave resonators

In chapter 3 we introduced the quantum harmonic oscillator as an integral part of the

cQED system. Each discrete mode of an electromagnetic resonator is a harmonic oscillator

that can be treated as in chapter 3 in combination with a qubit to access cQED physics.

Long lived 3D cavities are of particular use in cQED circuits for their potential to be used

as quantum memories. Cavities can be significantly longer lived than the qubits, reaching

single-photon lifetimes as long as 100 ms (Kuhr et al., 2007).

Furthermore, resonator measurements can often serve as valuable aids to help us probe

loss mechanisms that may also affect qubits fabricated with commonalities. An important

sector of the scientific community aiming to scale up cQED devices seeks to understand

and minimize various loss mechanisms affecting both resonators and qubits. It is an on-

going effort to determine the exact performance of superconducting metals and the dielec-

tric loss-tangents of substrates and material interfaces at microwave frequencies, single-

photon powers, and cryogenic temperatures. In this chapter, we will discuss the frame-

work with which to think about the effects.

We will first introduce the basic properties of several of the physical realizations of res-

onators that have come to be useful in cQED. Next, we will discuss the coherence limits

of resonators, including an enumeration of individual loss mechanisms accompanied by

a formalism for accounting for the affects of each of them on the resonator’s quality fac-

tor. The next section explains the methods used to measure superconducting resonators

72
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in the quantum regime and how to extract useful data. We end with a section showing

measurements of sets of cavities with the important variable being “seam loss.” The mea-

surements will show that the performance of resonators can be severely limited by such

seam losses and that in such cases significant improvements to lifetime can be accessed by

making changes is the design of cavity geometry and the materials employed.

5.1 Physical realizations

5.1.1 Planar transmission line resonators

Consider a planar transmission line resonator, as drawn in figure 3.7(a). The transmission

line may be of several types, including microstrip, coplanar waveguide, slotline with or

without backside ground plane. The impedance of the line is determined by the induc-

tance and capacitance per unit length as Z0 =
√
l/c. An electromagnetic signal can travel

down the line. If the signal encounters a discontinuity in impedance, some of the signal is

reflected with a complex reflection coefficient

V −

V +
=
Z − Z0

Z + Z0
, (5.1)

where V − and V + are the incoming and outgoing waves. When the discontinuity is a

short (Z = 0) or an open (Z = inf), the magnitude of the reflection coefficient is unity.

The fact that two of these reflections can create a standing wave is used to construct res-

onators in planar circuits. For instance, for a segment of transmission line of electrical

length L terminated at both ends by opens has a fundamental resonance with wavelength

λ = 2L. Because of this standing wave resonance, it is called a λ/2-resonator, and it has

higher order modes at all integer multiples of frequency c/2L. The boundary conditions

may instead be open on one end and short on the other, and in this case the fundamental

resonance occurs at λ = 4L. It is called a λ/4-resonator, and it has higher order modes at

all integer multiples of frequency c/4L.
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5.1.2 Compact resonators

Compact resonators, like planar transmission line resonators, are made by thin-film metal

deposition and lithography on a substrate. However, the pattern creates a largely inductive

region in parallel to a largely capacitive region. The inductive region is simply a thin length

of wire, and the capacitor is two pads of metal separated by a gap. In the lumped element ap-

proximation, there is a resonance in which the voltage of the capacitor oscillates 90 degrees

out of phase with the current in the inductor. However, in the compact resonators usually

employed for microwave superconducting circuits the elements are slightly smaller than a

quarter-wavelength, so this lumped approximation is not exactly correct. The name com-

pact indicates that these resonators are much smaller in size than the transmission line

resonators, while still not behaving in exactly in the lumped element approximation.

One key difference from transmission line resonators is that compact resonators do not

have equally spaced resonances; rather, factors of 5 between the fundamental resonance

and the second resonance are commonly designed. Truly lumped resonators can display

much larger ratios (Geerlings, 2013).

5.1.3 3D cavity resonators

A cavity resonator consists of a region of vacuum surrounded by metal that provides

boundary conditions for electric field oscillations inside. The field corresponding to the

lowest frequency of the possible oscillations is the fundamental mode. We have already

appealed that 3D cavity resonators need not contain a dielectric substrate whatsoever, in-

stead taking advantage of lossless vacuum to store nearly all of their field energy. We will

discuss dielectric loss in section 5.2.4. In addition to the lack of a dielectric substrate, the

other advantage of a cavity design is that there are no printed circuit boards, wirebonds,

or glue to interfere with the mode.

Several styles of 3D cavity resonators are well-known, including cylindrical cavities,

spherical cavities, and coaxial stub cavities. The coaxial stub cavity has recently become
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FIGURE 5.1: The rectangular cavity resonator. (a) Convention for the axis orientation and dimen-
sions of the rectangular cavity adhered to in this thesis. (b) The TE101 (fundamental) mode of
the rectangular cavity is shown by it’s electric field (blue arrows), magnetic field (red arrows), and
surface currents (green arrows). (c) Cavity used in some cQED experiments (Paik et al., 2011).

the resonator of choice for many experiments in the Schoelkopf lab, playing a key role in

Reagor et al., 2016; Blumoff et al., 2016; Wang et al., 2016; Pfaff et al., 2016. In this thesis,

we will concentrate on the rectangular cavity resonator.

Rectangular cavity resonators:

A rectangular cavity is composed of a length of rectangular waveguide shorted on both

ends. It can be designed to be about a cubic inch in volume with resonant modes in the

microwave frequencies, stores the majority of the electromagnetic energy in vacuum, and

is readily machined.

We follow the labeling conventions of Pozar, 2005. The rectangular cavity shown in

figure 5.1 has resonance frequencies corresponding to variations in standing wave patterns

in each of three dimensions. The variations are indexed to define different modes. The

frequencies of the TEmnl and TMmnl modes are given by

fmnl =
c

2π
√
µrεr

√
(mπ
a

)2
+
(nπ
b

)2
+

(
lπ

d

)2

. (5.2)

The quantity including the square root and excluding the preceding constant is the reso-

nant wavenumber, kmnl. We also define the propagation constant governing transmission
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of ,

βmn =
√
k2 − k2

c (5.3)

=

√
k2 −

(mπ
a

)2
−
(nπ
b

)2
(5.4)

where the top line is the form for propagation constant in an arbitrary waveguide with

cutoff wavenumber kc (which is a fixed function of the cross-sectional geometry of the

guide perpendicular to the direction of propagation), and the second line specifies the

cutoff wavenumber for the TEmn and TMmn rectangular waveguide modes.

The fields of the rectangular cavity’s TE10l mode are given by:

Ez = E0 sin
(πx
a

)
cos

(
lπz

d

)
(5.5)

Hx =
−jE0

ZTE
sin
(πx
a

)
cos

(
lπz

d

)
(5.6)

Hz =
jπE0

kηa
cos
(πx
a

)
sin

(
lπz

d

)
(5.7)

where k =
√

(π/a)2 + (π/b)2 + (lπ/c)2 is the wavenumber, ZTE = kη/β10l, and η =
√
µ/ε = 2πf10lµ/k is the wave impedance. These fields are sketched with arrows in fig-

ure 5.1.

5.1.4 Hybrid forms

Some types of resonator do not fit neatly into one of the above categories.

The whispering gallery mode ring resonator from Minev, Pop, and Devoret, 2013 con-

sists of symmetric rings of patterned on two wafers held in close proximity aligned to one

another. A great advantage of this type of resonator is that there is a high level of field

confinement in the vacuum between the two conducting paths. There is therefore very

small dielectric participation, but increased conductor participation compared to either 3D

cavities or traditional planar circuits.
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A coaxline (Axline et al., 2016) consists of a superconducting microstrip line on a nar-

rowly cut substrate chip that is surrounded by a close-fitting tubular superconducting

outer-conductor. This design is flexible to link several types of planar fabricated com-

ponents, including qubits and filters, along with the resonator. Additionally, it is highly

integrable with 3D cavity designs in a way that bypasses the need for seams entirely. For

example, this is put to use in our lab in the works: Wang et al., 2016; Blumoff et al., 2016;

Pfaff et al., 2016.

A micromachined transmission line is of similar structure to the coaxline, but created by

etching, metal patterning and bonding of two or more wafers. As discussed in section 4.3.2,

many styles of micromachined transmission lines have been developed at room temper-

ature. Like the coaxline, they have a central conductor and an outer conductor that par-

ticipates in the mode as well as prevents radiation loss and interference. The difference

from the coaxline, however, is that the construction is by layered wafers, making seams an

integral aspect, and these have not yet been fully developed for cQED.

I make a note now about systematics. Often times, a distinction is drawn between “pla-

nar” or “2D” resonators and “3D” resonators. This dichotomy is descriptive but it also a

simplistic one; and if taken literally it is ultimately a misleading one that neglects impor-

tant aspects of microwave engineering. Ultimately, the fields of any microwave circuit are

quite 3D, as we have claimed in the previous chapter.

Instead of a dichotomy, there is a continuum of device designs with more or less con-

finement of fields near the surface of a substrate versus in a conductor-bounded volume.

For instance, transmission line resonators are not necessarily “planar” at all. The “hybrid”

2D/3D forms mentioned above can all be considered some form of transmission line res-

onator, though they are certainly not completely “planar”. First, the ring resonator is a

vacuum stripline with circular boundary conditions. Next, the coaxline is a mixture of

two types of transmission lines: a microstrip and a coaxial cable. The same is true for a

micromachined transmission line. Some planar resonators are of this kind, but compact
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FIGURE 5.2: Dissipation from separable loss mechanisms combines additively.

resonators or lumped element resonators are not. Analogously for cavities: rectangular

and cylindrical cavities are sections of waveguide, whereas a Helmholtz resonator is not.

These diverse forms have varied possibilities and applications. In the next section, we

describe a formalism for assessing general resonator losses. Each loss mechanism plays a

role in all resonators, but sometimes to very different degrees. Our aim is to quantify this.

5.2 Loss mechanisms

We have mentioned the quality factor several times already in this thesis. This section is

dedicated to understanding all of the known loss mechanisms can limit the quality factor:

Q = ω
Total energy stored

Total power dissipation
= ωT1 =

ω

κ
(5.8)

In a circuit with characteristic impedance Zc, the general expression for the quality factor

is

Q =
1

ZcRe [Y ] |ω=ω0

. (5.9)

The total Q of the whole system includes the losses from various sources, each with

1

Qn
=

1

ω

power dissipated in component n
total energy stored in system

. (5.10)

The sources add according to
1

Qtot
=
∑

n

1

Qn
. (5.11)
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That is, power can be dissipated in any of the various sources with particular rates Γn that

accumulate in a simple sum, as depicted in figure 5.2:

1

Qtot
=

Γtot

ωEtot
=

1

ωEtot

∑

n

Γn (5.12)

In some of the analysis that follows in this section, we will write the individual Q’s

of each component as 1
Qn

= pn
qn

, where we have a participation ratio, pn, which is the

fraction of the total energy that is stored in the nth component, and qn is some intrinsic

unit contribution to the quality factor of the component.

In the following subsections, we will consider five different loss mechanisms that con-

tribute to the total quality factors according to

1

Qtot
=

1

Qc
+

1

Qrad
+
pcond

qcond
+
pdiel

qdiel
+
yseam

gseam
. (5.13)

We will discuss external (or coupling) loss, radiation loss, conductor loss, dielectric loss,

and seam loss in that order. Keep in mind that there may be more than one contributor

for each of these mechanisms in a particular resonator. For example, two different types of

dielectric would add as separable terms pdiel,1
qdiel,1

and pdiel,2
qdiel,2

.

5.2.1 External loss

Physically measuring a resonator provides a total Q that differs from the internal Q. We

define total, internal, and coupling quality factors 1 by

1

Qtot
=

1

Qint
+

1

Qc
. (5.14)

1Sometimes Qc is written Qext instead.
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In the case of two ports there is an input and output coupling Q, related by

1

Qc
=

1

Qin
+

1

Qout
. (5.15)

Coupling to the external world induces loss. Often times, the resonator is capacitively

coupled to an external transmission line with an impedance of 50 Ω for measurement.

Whatever the structure of the external port, the resonator is damped in the process.

To generalize the damping of a LC resonator capacitively coupled to an external load,

we can recast the capacitive series coupling into a parallel admittance Yext that damps

the mode. This calculation follows (Schuster, 2007; Reagor, 2015), and is accompanied by

figure 5.3. We begin by writing the external admittance

Yext =
1

R+ 1/jωCc
(5.16)

=
jωCc

1 + jωCcR
(5.17)

≈ jωCc + ω2C2
cR, (5.18)

where the last step takes the approximation that the coupling is weak (ωCc � R). Then,

the total admittance of the circuit including the resonator and external admittance is

Ytot = 1/jωL+ jω(C + Cc) + ω2C2
cR. (5.19)

The characteristic impedance is Z0 =
√
L/(C + Cc). Therefore, inserting this and Re [Y ]

into equation 5.9, we obtain a result for the coupling Q as a function of the coupling capac-

itance. In the approximation of weak coupling,

Qc =
1

ω2
0C

2
cZ0R

. (5.20)
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FIGURE 5.3: External loss of a resonator.

5.2.2 Radiation loss

In addition to loss to an externally coupled circuit or transmission line, energy of an open

resonator can be lost to the vacuum in the form of radiation. Except in the case of cavity

resonators, which are fully enclosed, it may be difficult to exactly calculate radiation loss

analytically.

As a simple radiation loss example, let us consider a 3D cavity with a small hole. We

will perform a simple calculation for the maximumQ of a cavity with an aperture of radius

r0. If r � λ, the loss out the aperture can be approximated as dipole radiation out into half-

space. In what follows, we will calculate this loss by considering the electric and magnetic

dipole radiation separately. The effects are combined by adding the power radiated from

both the electric and magnetic dipoles. An example is plotted in figure 5.4.

Electric dipole radiation:

At the aperture, if the radius is smaller than the wavelength, there is an oscillating

dipole moment

~p iωt



Chapter 5. Microwave resonators 82

which radiates power. The magnitude of the dipole moment depends on the shape of the

aperture. 2 For a circular aperture in the center of the broad wall,

|~p| = ε0αeE0 = ε0

(
2

3
r3

0

)
E0, (5.22)

and the orientation is perpendicular to the wall. The average power radiated from a dipole

into space is (Jackson, 1998)

Prad =
1

4πε0

|~p|2ω4

3c3
. (5.23)

Dividing by 2 for half-space radiation and inserting ~p, the power radiated from such a

circular aperture in a cavity wall is

Prad =
1

2

E2
0ε0r

6
0ω

4

27πc3
. (5.24)

The total energy stored in the electric field inside the cavity is

We =

∫
1

2
ε0E

2
0dV =

1

2
ε0|E0|2abd. (5.25)

The resulting decay time is

T1 = We/Prad =
27πc3abd

r6
0ω

4
, (5.26)

2 For example, a rectangular slot of length l and width d, and ~H across the width of the slot, the polariz-
abilities are

αe =
πld2

16
αm =

πld2

16
(5.21)

These approximations for the circular and rectangular apertures are provided in Collin, 1990.
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and the corresponding quality factor is

Q = ωT1

=
27πc3abd

r6
0ω

3

=
27π

(2π)3

abd

r3
0

(
λ

r0

)3

.

(5.27)

Note the sensitivity to the radius is Q ∝ r−6
0 , and keep in mind that these expressions

are based on an approximation with r0 < λ. In the last step, we have written the dimen-

sionless quantity in terms of the product of two volume ratios: the volume of the cavity

to the effective “volume” of the aperture times the “volume” of a wave to the effective

“volume” of the aperture. If the aperture is placed elsewhere on the broad wall, a factor

of | sin πx
a sin πz

d |2 appears in the denominator. This displacement of the aperture can only

make the Qrad larger; Qrad is limited most harshly for a central aperture because that is

where the E-field is strongest.

Magnetic dipole radiation:

Now we do the calculation for the effective magnetic dipole moment of the circular

aperture:

~m = −αm ~Ht = −(
4

3
r3

0) ~Ht (5.28)

For the transverse component of the magnetic field, we can write the following, keeping

in mind that both Hx and Hz may be non-zero on the broad wall.

|Ht|2 = E2
0

(
1

Z2
TE

sin2 πx

a
cos2 πz

d
+

d

ZTEa
cos2 πx

a
sin2 πz

d

)
(5.29)
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where we have used equation 5.6, equation 5.7, and π/kηa = d/aZTE . The total power

radiated from a magnetic dipole is (Jackson, 1998)

Prad =
Z0

12π
k4|~m|2. (5.30)

Dividing by 2 for half-space radiation and inserting the above expression for magnetic

dipole, we get

Prad =
1

2

1

12π
Z0k

4

[
−4

3
r3

0

(
E0

ZTE

)]2

=
1

2

1

12π

16

9

√
µ0

ε0

(ω
c

)4
r6

0

(
E0

ZTE

)2

=
2

27π

√
µ0

ε0

(ω
c

)4
r6

0

(
E0

ZTE

)2

.

(5.31)

Now, the contribution to the decay time due to magnetic field radiation is

T1 = We/Prad

=
1

2
ε0|E0|2abd/Prad

=
27π

4
ε0

√
ε0
µ0
abd

( c
ω

)4 1

r6
0

Z2
TE .

(5.32)

Or, substituting ZTE = kη/β, and c = 1/
√
ε0µ0,

T1 =
27π

4
abd

(
c3

ω4

)
1

r6
0

(
kη

β

)

=
27πc3abd

r6
0ω

4

(
kη

4β

)
.

(5.33)
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The limit on Q due to the magnetic radiation is therefore

Q = ωT1

=
27πc3abd

r6
0ω

3

(
kη

4β

)

=
27π

(2π)3

abd

r3
0

(
λ

r0

)3(kη
4β

)
.

(5.34)

Note that these results resemble the expressions for the lifetime and Q limited by electric

field radiation, equation 5.26 and equation 5.27, except for the factor of kη
4β . Also, keep in

mind that these expressions are modified by some sines and cosines found in equation 5.29

if the aperture is translated away from center. The magnetic dipole radiation is maximized

when the aperture is at the edges of the broad wall and zero when the aperture is centered.
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FIGURE 5.4: Radiation loss in a 3D cavity example. Radiated power and consequences for life-
times and quality factors for electric (blue) and magnetic (red) dipole and combined electric and
magnetic (black) calculations. The rectangular cavity dimensions are 24×22×0.3 mm, and the wall
is considered infinitely thin. The graphs as a function of radius have fixed position in the center
of the cavity’s broad wall (where the total radiation is all from electric dipole). The graphs versus
position have a fixed aperture radius of 0.75 mm.
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What if the wall is not infinity thin? A non-zero wall thickness L creates a short section

of waveguide which attenuates fields that would radiate the cavity. Therefore, we expect

any wall thickness to reduce the radiation loss compared to the case of an aperture in

an infinitely thin wall. The propagating circular waveguide mode TM01 is excited at the

cavity wall, and is attenuated by a factor of e−2βTMmnL, where βTMmn is the propagation

constant of the mode that is principally excited in the waveguide, given by

βTMmn =

√
k2 −

(
pmn
r0

)
, (5.35)

where k is the wavenumber corresponding to the cavity resonance. In the simple case of

electric dipole radiation from the center of the broad wall, the propagating mode that is

principally excited is TM01, and the first zero of the zeroth Bessel function is p01 ≈ 2.4.

Elsewhere on the wall, other modes may also be excited and contribute to propagation

with their own exponential attenuation. See Pozar, 2005–section 3.4 for descriptions of

these propagating modes in circular waveguides and a handy table for numerical evalua-

tions.

5.2.3 Conductor loss

A superconductor possesses a complex surface impedance ZS = RS + jXS as described

in Zmuidzinas, 2012. The components are a surface resistance RS and a surface reactance

XS = ωµλ, where λ is the penetration depth. “Surface Q,” or QS refers to the ratio XS/RS ,

but here we prefer to write qcond = QS = ωµ0λ/RS instead. The effect of conductor loss on

a resonator can be expressed using the magnetic fields of the resonator as follows.

1

Qint,M
=

RS
ωµ0λ

λ
∫
S |H|2dA∫
V |H|2dV

=
pcond

qcond
. (5.36)
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The quantity pcond is the participation ratio of the conductor’s surface impedance. No-

tice that it is a dimensionless quantity that is proportional to the resonator’s surface-to-

volume ratio weighted by the magnetic field. The numerator of the second fraction is the

magnetic field energy stored in the super-current-carrying portion of the superconducting

walls, while the denominator is the total magnetic field energy of the mode.

pcond is equivalently called the kinetic inductance fraction, and is often denoted else-

where by α. What is this kinetic inductance? When current flows in a wire it induces

a magnetic flux, and this is associated with what we normally think of as inductance.

In addition to energy stored in these magnetic fields, there is also kinetic energy present

from to the mass of the electrons. In normal metals, this kinetic inductance is masked by

substantial resistivity. In a superconductor, however, the kinetic inductance can become

significant. Some astronomers put this effect to use in arrays of circuits with high pcond

functioning as Microwave Kinetic Inductance Detectors (MKIDs) (Mazin et al., 2002; Day

et al., 2003). In these, photon flux from space is detected by way of quasiparticle signals

to which the pixels/resonators are sensitive by ∼ pcond. In section 7.6, we will show how

pcond can be experimentally extracted from resonator measurements.

Since we will later be concerned with micromachined rectangular cavity resonators,

we will now write an expression for pcond in terms of the cavity dimensions (defined by

figure 5.1(a). The numerator integral is

λL

∫

S
|H|2dA = λL

E2
0λ

2

2η2

(
ab

d2
+
bd

a2
+

a

2d
+

d

2a

)
. (5.37)

Dividing by the total energy, equation 6.13, we have

pcond = λL
λ2

ε0η2

(
1

d3
+

1

a2
+

1

2bd2
+

1

2a2b

)
. (5.38)
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If the cavity height is the only changing parameter,

pcond ∝ 1/b+ const. (5.39)

5.2.4 Dielectric loss

Dielectrics have a loss tangent that characterizes their dissipation. The loss tangent of a

dielectric insulating material with permittivity of ε = ε′ − jε′′ is defined as tan δ = ε′/ε′′

and it is usually frequency dependent. Intrinsic crystalline sapphire (Creedon et al., 2011)

and silicon (Martinis and Megrant, 2014) might have loss tan δ < 10−6. The quality factor

of the material is qdiel = 1/ tan δ. The quality factor, loss tangent, and participation ratio

are related by
1

Qdiel
= pdiel tan δ =

pdiel

qdiel
. (5.40)

The dielectric participation ratio is

pdiel =

∫
diel ε|E|2dV∫
tot ε|E|2dV

(5.41)

where the numerator integrates over the dielectric and the denominator integrates the total

amount of electrical energy in the resonator. This approach applies to account for the

effects of both dielectrics in bulk and as surface layers of dielectric.

Let us create an expression specified for surface participation. Assume that the metal

of a resonator is uniformly coated in a layer of dielectric of thickness t and relative permit-

tivity εr. This is a reasonable description of the total dielectric loss in a 3D cavity resonator

that is otherwise filled with vacuum, as the surfaces of its walls are likely covered in a layer

of oxide a few nanometers thick. The description also applies to the oxide that grows on

an evaporated metal as one of several dielectric loss contributors in a planar circuit. The

effect on the resonator can be expressed using the electric fields of the resonator as follows.
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1

Qint,E
=

εrt
∫
S |E|2dA

Qdiel

∫
V |E|2dV

=
pdiel

qdiel
. (5.42)

Surface layers of dielectric can consist of oxides, residual organics, and/or adsorbed

water, with separate participation ratios and loss tangents at the metal-substrate, substrate-

air, and metal-air interfaces. Loss at these interfaces is currently the limiting factor for the

T1 of transmons in cQED (Wenner et al., 2011a; Wang et al., 2015). In particular, in the

work of Wang et al., 2015, a new study combined with a survey of the published data

for 3D transmons and finds that all data points with a single-step aluminum lift-off pro-

cess 3 place a bound on the metal-surface interface of tan δ ≥ 2.6 × 10−3, whereas some

transmons fabricated with subtractively patterned MBE aluminum (Barends et al., 2013)

or titanium nitride (Chang et al., 2013) have a slightly improved metal-surface interface

(down to tan δ = 0.9 × 10−3). 4 To improve T1, researches seek to both improve interface

quality using cleaning methods and innovate low-participation designs (Bruno et al., 2015;

Chu et al., 2016).

Since we will later be concerned with micromachined rectangular cavity resonators,

we will now write an expression for pcond in terms of the cavity dimensions (defined by

figure 5.1(a). The numerator integral is

εrt

∫

S
|E|2dA = εrtE

2
0

ad

2
(5.43)

Dividing by the total energy, equation 6.13, we have

pdiel =
εrt

b
. (5.44)

The dielectric participation ration scales inversely with the cavity height.

3 See section A.5 for this fabrication process.
4 These numbers assume a dielectric surface thickness of t = 3 nm and εr = 10. Different assumptions

would change the tan δ values but not impact qualitative conclusions and meaningful comparisons made in
Wang et al., 2015; Chu et al., 2016.
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5.2.5 Seam loss

All cQED devices are assembled from several parts. The connections between components

that carry RF energy can introduce dissipation in the form of spurious contact resistance

at seams. Frequently, 3D cavities are machined in two parts and then assembled, such that

the cavity itself possesses a seam where pieces of bulk metal meet. In this section, we will

incorporate the seam loss into our understanding of all cavity losses. At the interface of

two metal parts, there may be voids, oxide layers, and/or superconducting weak links.

Therefore, the seam may be responsible for loss that is either radiative, ohmic, or dielectric

in microscopic nature. However, for the remainder of this section, we will avoid discussion

of the detailed microscopic mechanisms of the loss. Instead, we develop a prescription

to weight the seam’s contribution to loss based on cavity geometry and seam position.

The goal is to account for seam loss analogously to previous sections on conductor and

dielectric loss.

We now quantify the dependence of seam losses on the cavity geometry. We model

the seam as a distributed port around a path ~l with a total length L and total conductance

Gseam. The cavity fields are accompanied by surface currents ~Js that may pass across the

seam and dissipate power. The total power dissipated by the seam is

Pdis = I2Rseam/2 =
I2

2Gseam
. (5.45)

The average current contributing to dissipation is found by integrating the component of

~Js perpendicular to the seam line:

|I|2 =

∫

seam
| ~Js × d~l|2 = L

∫ L

0
| ~Js × l̂|2dl. (5.46)
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Let a cavity mode of frequency ω and total energy Etot be damped solely by seam

losses. Then, the mode has a quality factor Qseam given by

1

Qseam
=

1

ω

Pdis

Etot
=

1

Gseam

[
L
∫

seam | ~Js × l̂|2dl
ωµ0

∫
tot | ~H|2dV

]
=
yseam

gseam
, (5.47)

where the field ~H is integrated over the volume V of the mode. We identify the expression

in square brackets as the admittance, Yseam, of the cavity presented to the seam. This

admittance is zero when the seam is placed such that there are no perpendicular surface

currents. In order to compare intrinsic seam properties in different cavity constructions,

we introduce the conductance per unit length gseam = Gseam/L and admittance per unit

length,

yseam = Yseam/L =

∫
seam | ~Js × l̂|2dl
ωµ0

∫
tot | ~H|2dV

(5.48)

Both gseam and yseam have units of [Ωm]−1. Using this model, we can associate yseam with

the seam location and cavity fields and gseam with materials properties in the seam region.

Note that we do not attempt to break the 1/Qseam expression into two unitless quan-

tities as in the form pseam/qseam. Such a distinction would require making an explicit as-

sumption about the microscopic geometry localized at the seam. Analagous explicit as-

sumptions of a particular length scale were made in the dielectric loss (thickness of dielec-

tric t found in pdiel) and conductor loss (penetration depth λL found in pcond) discussions.

However, we do not wish to make such a claim about the microscopic nature of the seam

of a cavity, instead choosing to remain general. The formulation in equation 5.47 enables

us to map measured Q to a conductance per unit length and use this as a figure of merit

comparing different cavities with different seam locations and materials. The advantage of

this model is that we do not need to make any geometrical assumptions to define a seam

region.
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5.3 Resonator measurement methodology
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FIGURE 5.5: Dilution refrigerator and schematic for cavity measurement. (Left) The interior of
a dilution refrigerator with approximate temperatures of each plate. The payload experiments are
thermally anchored to the baseplate. (Right) A wiring diagram shows a standard configuration that
was used for measuring cavity resonances in this thesis. A VNA (purple box) is used to measure
transmission through the experiment. Resonators under test are connected to the signal line in
either a transmission (not shown) or hanger configuration.

5.3.1 Superconducting resonator measurement setup

Resonators to be tested are first characterized using a VNA at room temperature and suit-

able couplers are made. Then, the resonator is mounted to a bracket thermally anchored

to baseplate of a closed-cycle He-3/He-4 dilution refrigerator from Oxford, which reaches
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a base temperature ≈ 15 mK. The schematic for resonator measurements is shown with an

image of the refrigerator in figure 5.5.

5.3.2 Fitting resonance line-shapes to extract quality factor

Transmission configuration:

LC R

Cin Cout

Zc,outZc,in

FIGURE 5.6: Circuit diagram of a resonator in the transmission measurement configuration.

In a cavity transmission measurement, shown in figure 5.6, the power of an incoming

wave is split into a reflected, dissipated, and outgoing part Pin = Pref + Pdis + Pout.

A measurement of S21 near a resonance f0 is a Lorentzian in linear units,

Pout

Pin
(f) = A0

δf

(f − f0)2 + δf2/4
+B0, (5.49)

which can be fit to obtain fo and the linewidth δf (FWHM). The maximum is |S21|2 =

4A0/δf and the quality factor is Qtot = f/δf by definition.

It is possible to separate the total Q into coupling and internal Qs in a transmission

measurement only if it is calibrated. First, we know that

|S21|2 =
4Q2

tot

QinQout
(5.50)

If we assume Qin = Qout = Qc, then we arrive at Qc = Qtot/|S21|.

IfQint > Qc, we say the cavity is overcoupled. A very strongly overcoupled transmission

peak approaches 0 dB, meaning unity transmission. In the critically coupled case, Qtot =

Qint/2 = Qc/2 = Qin/4 = Qout/4, assuming symmetric coupling. Then |S21|2 = 1/4 = −6

dB. Also, |S11|2 = 1/4 and Pdis
Pin

= 1/2. If undercoupled, |S21|2 is small.
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Note that equation 5.50 is only true if the transmission S-parameter is measured at the

resonator ports. However, cables, attenuators and amplifiers in the measurement setup

impose frequency-dependent offsets. To use equation 5.50, the setup must be calibrated or

the background subtracted.

Hanger configuration:

LC R

Cc

Zc,in Zc,out

FIGURE 5.7: Circuit diagram of a resonator in the hanger (or shunt) measurement configuration.

A different way to measure a resonator is to use a microwave-T to place the resonator

between the center conductor and ground of the measurement transmission line, as dia-

grammed in figure 5.7. On resonance, power is coupled to the resonator and dissipated

inside, while off-resonant frequencies simply transmit along the line. Measurements in

this “hanger" or “shunt” configuration have the advantage that the resonance can be fit to

extract coupling and internal Qs without knowledge of offset in total transmission level.

The far off-resonant behavior of the measurements serve as a calibration that enables ex-

traction of the internal and coupling Qs. Derivations of this technique are found in Khalil

et al., 2012, and Geerlings, 2013. A summary of applicable results is found in Reagor,

2015–chapter 5.1.

Simple resonator models predict a dip in S21 symmetric about the resonance ωo with

linewidth ∆ω as power is coupled from a feedline to the resonator. Typical measurements

display an asymmetric dip due to reflections in the feedline to which the resonator is ca-

pacitively coupled. See Geerlings, 2013–Appendix A or Probst et al., 2015. The lineshape
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TABLE 5.1: Hanger resonator Qc/Qi. On resonance, the dip in transmission with the hanger con-
figuration is simply Qc/Qi, enumerated in dB for convenience in this table.

Qc/Qi |S21|2
(dB)

0.01 -40
0.1 -20
0.3 -12
0.5 -10
1 -6

2.5 -3
4 -2
10 -0.8
100 -0.08

is described by

|S21| = 1−
Qtot

Qc
− 2iQtot

δω
ωo

1 + 2iQtot
ω−ωo
ωo

. (5.51)

On resonance, the insertion loss is

|S21| = 1− Qtot

Qc
=

Qc
Qc +Qint

(5.52)

One can estimate both the totalQ and ratio of coupling to internalQs at a quick glance.

See table 5.1. At critical coupling (Qint = Qc), the dip of a hanger resonance is -6 dB. If

the resonator is far undercoupled Qint � Qc, the dip is very small, making it difficult

to measure, especially at low powers. In the overcoupled case, Qint � Qc and the total

(loaded)Qmay be limited by the couplingQ, hindering accurate determination of internal

Q.

To extract this information accurately, the best method is to fit the data near reso-

nance in the complex plane, as we illustrate in figure 5.8. Measurements are most effi-

cient if the measurement points are taken at frequencies evenly spaced about the circle in
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FIGURE 5.8: Fitting quality factors in the complex plane. (a) (b) Raw data (blue) for the transmit-
ted signal through a shunt resonator. Because the VNA is not calibrated at the ports of the device,
we must transform the signal in post-processing by the far detuned signal levels. Transformed
data is purple. (c) A convenient representation for the signal is to evaluate the best-fit circle along
the parametric angle θ(ω) to give the rato Qtot/Qint. (d)The phase wraps at a rate given by Qtot.
(Figure used with permission from Reagor, 2015. See Copyright Permissions.)

(Re [S21] , Im [S21]). Ideally, the resonance is a circle as follows:

S21 = 1− Qtot

2Qc

(
1 + e2iθ

)
(5.53)

Several realities of our experimental setup cause the measured lineshape to differ from this

ideal form. First, impedance mismatches are inevitably present, and there is the possiblity
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of cross-talk. The effects can be accounted for by allowing an imaginary component of

the coupling Q. Furthermore, both loss and phase-delay are accumulated through coaxial

cable on both sides of the resonator. These two effects can be accounted for with a scaling

term Gejωτ , where τ is the electrical delay and G is a complex gain. Therefore, in reality

we have a lineshape that can be modeled (Probst et al., 2015) as

S21 = Gejωτ
[
1− Qtot

2Qc

(
1 + e2iθ

)
e−iε

]
. (5.54)

The non-idealities have the effect of scaling, rotating and displacing the resonance circle,

and sometimes the resultant distortions are severe, but almost always possible to trans-

form back to the form in equation 5.53.

5.3.3 Extracting photon number

This subsection explains how to approximate the steady state circulating energy n̄ during

a cavity measurement. Recall that Qtot = ω/κ. Contributing to the decay rate κ is the rate

of energy leaving the resonator through intentional coupling, ω/Qc, as well as all of the

internal losses discussed earlier in this chapter. One or more of these internal loss mech-

anisms can depend on the stored energy in the resonator, and we have yet to completely

understand all parts of this. One of the more studied power dependent mechanisms is the

dielectric dissipation due to two-level systems (TLSs), causing Qint increase and then sat-

urate at higher photon numbers (Geerlings, 2013). We measure and discuss these power

dependent effects for our devices later in section 7.5. For now, let our interest in studying

such loss mechanisms motivate our calculations of circulating powers.

Circulating energy in a resonator is related to average photon number by

Ec = h̄n̄κ, (5.55)
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where κ = ω/Qtot. The average number of photons in the resonator is

n̄ =
EcQtot

ωh̄
. (5.56)

A steady state of develops when there is rate of incoming energy (Pin), outgoing energy

(Pout), and a rate of energy that is dissipated due to loss inside the resonator (Pdis). The

circulating energy (Ecirc) is the steady state energy that exists in the driven resonator. If the

drive is turned off, ωEcirc refers to the rate at which photons leave either through coupling

to the outside or internal dissipation. For the case of an under-coupled cavity (Qc � Qint)

for example, the circulating energy can be much greater than the dissipated power. We can

formulate the internal Q in terms of the dissipated power in the following way:

Qint =
ωWm

Pdis
, where (5.57)

Pdis = h̄ω0n̄κint, (5.58)

where κint = ω/Qint. The average number of photons in the resonator is

n̄ =
PdisQint

ωh̄
. (5.59)

Exploring this relationship a little further, let us write

1

Qtot
=
Ecirc

Wm
=

1

Qint
+

1

Qc
=

Pdis

ωWm
+

1

Qc
. (5.60)

We find that the circulating energy and the dissipated power are related through the cou-

pling Q as

ωEcirc − Pdis =
ωWm

Qc
. (5.61)

We can calculate the power dissipated in the cavity as a ratio to the input power

(Pdis/Pin) in terms of parameters we pull from the measured resonance peaks (Qs and



Chapter 5. Microwave resonators 99

S-parameters). 5 This ratio depends on the configuration in which the measurement of

known Pin is done. We can use a VNA to measure of the insertion loss |S21|2 = Pout/Pin

(or |S21| = VoutVin) while driving with a controllable Pin.

Transmission configuration:

A quick estimate of the input power in transmission can be made by thinking of output

VNA power and additional attenuation before the resonator. For example, there may be

-60 dB of attenuation on the input lines of the fridge and an additional -3 dB per 6-foot

length of blue coax cable. You can also do a measurement of the chain without the cavity

as a calibration.

Let us begin with

|S21|2 =
Pout

Pin
=

4Q2
tot

QinQout
. (5.62)

The on-resonance reflected power from input (return loss) is

|S11|2 =
Pref

Pin
= 1− Pdis

Pin
− Pout

Pin

= 1− 4Q2
tot

QinQint
− 4Q2

tot

QinQout
. (5.63)

So we infer that
Pdis

Pin
=

4Q2
tot

QinQint
. (5.64)

Equipped with this ratio, one may then use equation 5.59 to find the average number

of photons circulating in the resonator in terms of the quality factors (if known) and input

power:

n̄ =
4

ωh̄

QintQ
2
tot

QinQout
Pin. (5.65)

5In doing so, we can talk about voltage or power ratios in linear units or in decibels, which are related by

(dB) = 10 log10 (ratio in linear units).
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We now try to develop and expression using S-parameters. If the coupling is symmetric

(Qin = Qout), equation 5.14 and equation 5.3.3 combine to give us

Qin =
2Qtot

S21
, and (5.66)

Qint =
QinQtot

Qin − 2Qtot
. (5.67)

This enables us to write
Pdis

Pin
= 2(1− S21)S21. (5.68)

What if the input and output coupling is different? Let Qin = γQout. Then

|S21|2 =
4Q2

tot

γQ2
out

. (5.69)

After expanding equation 5.14 and solving for internal Q,

Qint =
γQtotQout

γQout − (1− γ)Qtot
. (5.70)

The ratio of the power dissipated in the cavity to the input power becomes

Pdis

Pin
=

4Q2
tot (γQout − (1 + γ)Qtot)

γ2Q2
outQtot

, (5.71)

or, expressed in terms of insertion loss,

Pdis

Pin
=

2|S21|√
γ
− (1− γ)|S21|2. (5.72)

Equipped with this ratio and knowing the input power, one may then use equation 5.59

to find the average number of photons circulating in the resonator.

Hanger configuration:

In a hanger measurement, you can use the baseline away from resonance to infer Pin. It
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is also possible to extract the circulating power in a cavity under measurement in a hanger

configuration by the lineshape and input power alone. To begin, we analyze the circuit in

figure 5.7 at the obvious node. First, current conservation gives

Iin = Iref + Ic + Ithru. (5.73)

Next, the voltage at the node is

Vin + Vref = Vthru = Vc. (5.74)

So we can write

Vthru = Vc = S21Vin, and (5.75)

Vref = Vin(S21 − 1). (5.76)

We can also express

Ic = Iin − Iref − Ithru

= Iin − (S21Iin − Iin)− S21Iin

= 2Iin − 2S21Iin. (5.77)

Then, substituting, the dissipated power is

Pdis = (2Iin − 2S21)S21Vin

= 2Pin(1− S21)S21. (5.78)
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Then, using equation 5.52, we can write the required power fraction in terms of either

insertion loss alone or Qs:

Pdis

Pin
= 2(1− S21)S21 (5.79)

Pdis

Pin
=

2QintQc
(Qc +Qint)2

. (5.80)

Note that this is the identical result as for the transmission configuration with symmetric

coupling, equation 5.68.

Knowing the input power, we can now relate the circulating power in a resonator of a

certain Qint, to the number of photons with equation 5.56, as

n̄ =
Qint

ωh̄
(2(1− S21)S21)Pin (5.81)

=
2

ωh̄

Q2
intQc

(Qc +Qint)2
Pin, (5.82)

where we have again used equation 5.52. Alternatively, in terms of Qtot and Qc only, we

can write

n̄ =
Qint

ωh̄

(
2
Qtot

Qc

(
1− Qtot

Qc

))
Pin

=
2

ωh̄

(
QcQtot

Qc −Qtot

)
Qtot

Qc

(
1− Qtot

Qc

)
Pin

n̄ =
2

ωh̄

Q2
tot

Qc
Pin. (5.83)

5.4 Seam loss in 3D cavities

We now put the techniques in this chapter to use in studying the effects of seam loss (sec-

tion 5.2.5) in 3D cavities. Before we begin this discussion, note that the planes along which

the rectangular cavity may have a seam in construction are defined as shown in figure 5.9.
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FIGURE 5.9: Planes along which the rectangular cavity may have a seam in construction. The
blue E-plane is parallel to the electric fields and propagation direction of waveguide, were it not
truncated to form a resonator. The red H-plane is parallel to all magnetic fields. Perpendicular to
both of these is the transverse plane, or T-plane shown in blue, which intersects the propagation
direction of the waveguide.

5.4.1 Microwave cavity choke

One design solution to reduce loss at a seam is a choke. Choke flange couplers are com-

monly used to join sections of waveguide, as shown in figure 5.10(a). They are essentially

branch waveguides, one-half wavelength long, in series with the main waveguide (Ride-

nour, 1948 - section 2.17). For ease of manufacture, the choke groove is often circular, even

if the waveguide is rectangular. The radius and depth of the groove are so chosen that no

current flows across the joint between the choke and the flange. The outer groove is itself a

section of low-impedance coaxial line excited principally in the TE102 mode. This groove

is made to be a quarter wavelength (λ/4) deep so that the minimum-current point occurs

at the flange contact, as shown in figure 5.10.

The principle of a λ/4 choke groove, while typically used in waveguide flanges, can

also be effective for use in 3D cavities. For example, in a study on cavity QED with Rydberg

atoms uses superconducting lead-plated copper and niobium cylindrical cavities that must

have a gap between two halves of their construction so that field can be coupled to a beam

of atoms inside. A choke groove was added to reduce the radiation loss in such split

cylindrical cavities to the effect of improving the Q by two orders of magnitude up to

Q = 4× 107 (Hughey et al., 1990).

Implementation of a choke groove to rectify seam losses in rectangular cavities has
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been a success in the lab. Remarkably, a superconducting aluminum rectangular cavity

with an internal Q limited by seam effects to 5000 was brought to Q = 2.5 × 107 by im-

plementing a cover choke designed for the cavity frequency. Figure 5.10(b) diagrams the

“cavity cover choke”. Experimentally, cavity dimensions were a = 19, d = 28, b = 5 mm

and we chose to implement a circular choke. Simulations in HFSS were used to optimize

cover choke dimensions of groove diameter, groove depth, groove width and gap. As a

starting point, the groove depth should be approximately λ/4 = 8 mm, as should the max-

imum distance between the cavity boundary and the groove. Secondly, it is desirable to

choose a small (but still possible to machine) groove width and gap in order to perturb

the original rectangular cavity mode as little as possible with the added volume. Next,

we calculate he total current passing the seam (which is circular) as the integral of surface

currents perpendicular to it. Choosing groove width of 12.7 mm and a gap of 0.25 mm, the

optimum groove diameter is 35.5 mm and groove depth is 8.4 mm. As noted, this affects

a radical improvement in quality factor, and frequency of the cavity’s TE101 mode is only

slightly perturbed: 9.50 GHz originally versus 9.54 GHz with the cover choke. 9% of the

new mode’s energy resides in the cover choke.

The cover choke has enabled measurements of micromachined wafers as well (cavity

height b = 0.33 mm), boosting an aluminium-covered micromachined cavity wafer from

Q = 1000 to 5.0 × 106. For this measurement, the same cover choke with dimensions de-

scribed above was used. In this case, 58% of the mode’s energy resides in the cover choke.

Despite the proven effectiveness in minimizing seam admittance, its bulkiness is a signif-

icant detractor, and the principle of a 3D cover choke is incompatible with the MMIQC

design. Additionally, the choke introduces additional modes to the spectrum. Though

they have little field in the cavity, having extra modes in close proximity is a disadvantage

to any design. For the case of the taller cavity, the nearest extraneous mode is 500 MHz

away, and in the case of the micromachined cavity, the nearest extraneous mode is 400

MHz away.
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FIGURE 5.10: Microwave choke flange and cavity cover choke. (a) Microwave chokes are fre-
quently used in waveguide flanges. The groove is placed a quarter wavelength away from the
waveguide and machined a quarter wavelength into the flange block. This way, there is a mi-
crowave short at the bottom of the groove, placing a current node at the joint of the waveguide-to-
waveguide junction. This reduces radiation and seam losses at the joint. (b) The same principle can
be applied to a cavity resonator (blue) with a seam in the H-plane. We modify the geometry of the
“cover” (grey) such that the seam occurs at a surface current node.

Attempts to apply a choke groove to the rectangular cavity with an E-plane seam (fig-

ure 5.1(c)) are not effective. Quality factors were not improved in either of three attempted

cases: (1) a cavity with symmetric E-plane seam, (2) a cavity with symmetric E-plane seam

loaded with a sapphire chip to dielectrically perturb fields asymmetrically, (3) a cavity with

a 10% asymmetric E-plane seam.

5.4.2 Aluminum 3D cavities with various seam configurations

Figure 5.11 presents several measurements of internal quality factors for rectangular cavity

resonators. We first discuss the cavity geometries with reference to the aluminum cavity
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quality factors (red points). These devices were machined in bulk metal to various geome-

tries and assembled with several seam locations to study the effect different yseam. The

left-most geometry represents a symmetric cavity geometry like those used in 3D cQED

experiments (figure 5.1(c), which is assembled in two halves that meet at a seam in the

E-plane. Machining imprecision of ± 2 mils may cause deviation from the ideal yseam = 0,

and this is the reason we draw a break with an estimate admittance on the horizontal axis

for this geometry. In bulk aluminum, these cavities typically have Qint = 106 − 107. Pure

(> 4N) aluminum cavities, when chemically etched, have higher Qint due to reduced sur-

face loss.

To study the losses at the seam, we machined mating cavity parts in aluminum alloy

to have either a 5% or 10% asymmetry along their length such that, once assembled, the E-

plane seam was not centered (figure 5.11(b)). The increased yseam is accompanied by 60%

and 85% reductions in Qint compared to the cavity with symmetric E-plane seam. We also

constructed cavities of similar dimensions with seams in the H-plane (figure 5.11(c)). Alu-

minum cavities with H-plane seams (figure 5.11(c)) had quality factors limited to 5 × 103.

The cavities with the most seam admittance (figure 5.11(d)) are made with a height of

300 µm, which is feasible to micromachine in a wafer. In addition to the discussed sensi-

tivity to seam losses, these thin cavities are also more sensitive to surface and conductor

losses when compared to larger cavities, with participation ratios scaling inversely with

cavity height. It is clear from our measurements, however, that the dominant loss mech-

anism for these aluminum cavities is related to the seam. Taking gseam = 104 /Ωm as a

likely limit for the aluminum alloy cavities, this implies an average total conductance of

Gseam = 1/ [1.25µΩ].
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FIGURE 5.11: Measured quality factor versus seam admittance. Internal quality factors of cav-
ity resonators plotted against seam admittance. Each yseam is calculated using the known fields
of the cavity geometry and a seam path. Grey lines correspond to several gseam values. (a)-(d)
Pictorial descriptions show a T-plane cross-section of several cavity constructions. Dimensions of
cavities of types (a)-(c) were approximately 33×18×5 mm. The dimensions of cavity type (d) were
28×19×0.3 mm and 22×24×0.3 mm. All cavities were coupled using a pin in a sub-cutoff waveg-
uide, measured in hanger configuration at 20 mK, and had TE101 resonances between 9.45 - 9.54
GHz. The two halves of all the cavities were bolted together with four screws that remained during
measurement, applying force indicated by green arrows.

5.4.3 Indium 3D cavities

We are interested in how the choice of superconductor affects the conductor, dielectric,

and seam losses of cavities. This thesis concerns the use of indium resonators mainly be-

cause of its utility for wafer bonding, which we will arrive at in chapter 7. As we know,

micromachined cavities in bonded wafer stacks have geometrical constraints that conven-

tionally machined cavities do not. But we do not let that discourage us from employing

a variety of cavity geometries to determine bounds on the loss mechanisms in cavities us-

ing this material. In this section, we show experiments using conventionally machined

cavities with indium walls.



Chapter 5. Microwave resonators 108

Indium is extremely ductile and soft, making it impractical to machine in bulk. There-

fore, the cavity geometries were created in bulk OFHC (oxygen free high conductivity)

copper and then electroplated with indium. The thickness of the indium must exceed the

penetration depth 6 The thickness of material electroplated onto a concave object can be

highly non-uniform, with less material being deposited on the interior corners. Therefore,

the electroplated layer was made copiously thick to ensure that the interior corners of the

cavities were coated.

The blue points in figure 5.11 do not trend downward with a line of constant con-

ductance with increasing seam admittance. Therefore, none of these cavities are likely

to be limited by losses at their seams. The upper-right-most point places a bound on

indium-indium seam conductance at gseam = 108 /Ωm, meaning that the total conduc-

tance of the cavity can be at least as high as Gseam = 1/ [70 nΩ]. The same measure-

ment also places a bound on the conductor loss (see section 5.2.3) of the indium surface

of QS = qcond > 3 × 103. This follows having calculated pcond = 1.8 × 10−4. With this

satisfactory bound, and a seam conductance far exceeding that of aluminum, we conclude

from these machined cavity experiments that indium is a viable candidate for construction

of seams in MMIQCs.

5.4.4 Indium gasket

Let us assume we want to use cavities machined in aluminum. Can we improve the quality

factors by adding indium just around the seam? After a simple experiment, it was found

that this indium gasket strategy is effective up to a level of conductance gseam ≈ 106 /Ωm.

The experiment was conducted by applying an indium gasket to some previously

measured aluminum alloy (6061) cavities of figure 5.11 measurements. The cavities were

opened, the mating surfaces buffed with fine grain sandpaper (to remove surface oxide),

then sonicated in acetone and methanol for several minutes each. Then, a 0.5 mm gage

6The penetration depth of superconducting bulk crystalline indium was measured to be 43 nm at 3 GHz
(Dheer, 1961).
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indium wire was laid around the perimeter about 2 mm away from the cavity wall in one

part, and the mating part was bolted on. The cavities were then measured with the same

couplers at∼ 15 mK for fair comparison. Referring to the H-plane cut cavities, the applica-

tion of an indium gasket to cavity type (c) boosted the internal Q from 5,000 to 1.5 million.

The application of an indium gasket to cavity type (d) boosted the internal Q from 1,300

to 250,000. These cavities with indium gaskets are placed on the graph as green triangles.

Symmetric E-plane cavities are not improved by application of indium gasket. However,

it is standard practice in the lab to use an indium gasket around the seam of these cavities

when there are qubits inside because the substrate chip (either sapphire or silicon) is a di-

electric perturbation that disturbs the symmetry of the cavity mode, necessarily increasing

the admittance to the seam.

5.5 Conclusion

In this chapter we have broadly covered microwave resonators. After introducing several

different forms they may take (transmission line, compact, 3D cavity, or hybrid forms),

we used a participation framework to account for different loss mechanisms that affect the

quality factor. Then, we described how superconducting resonators are characterized in

the lab.

The experiments shown in the last section clearly show the importance of the seam as

a loss mechanism. Furthermore, it is possible to choose geometrical designs with attention

to currents at the seam location. The choice of material also affects seam loss, and in this

section we have established that indium is a promising candidate for low-loss supercon-

ducting seams in 3D cavities. In chapter 7, we will investigate other aspects of indium as a

bonding material and as a superconductor. First, we concentrate on making and measur-

ing 3D rectangular cavities in silicon wafers.
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Micromachined cavity resonators

6.1 Introduction

In this chapter, we cover micromachined cavity resonators, including the methods of etch-

ing a cavity pit in a wafer, coating it with superconductor, and bonding components to-

gether in four different coupling schemes for measurement. Our discussion of coupling

schemes will include simulations and measurements.

6.2 Fabrication

This section concerns the lithographic masking, etching and metalizing of the pits in silicon

wafers that form micromachined rectangular cavities. We have claimed that the resulting

superconducting resonator devices are an important demonstration of viability for all of

the superconducting enclosures quintessential to MMIQCs. These fabrication procedures

are also listed step-by-step, with more details but less discussion, in appendix A.

6.2.1 Bulk etching

There are several options for removing material to create a large rectangular pit in a wafer.

The most convenient method for our purpose is a chemical wet etch of potassium hydrox-

ide (KOH) into silicon substrate masked by silicon nitride. Another silicon wet etch option

110
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FIGURE 6.1: Pictures of micromachined cavities. (a) A 100 mm diameter silicon wafer can accomo-
date four rectangular cavities with frequency ≈ 9.5 GHz. The wafer is shown after cavity etching
and indium electroplating. (b) An SEM cross-section of the assembled cavity shows the depth of
the cavity and the angle of the side wall as determined by silicon’s crystal planes. (c) An SEM image
showing indium deforming at the contact region (indicated with the cartoon inset, where electric
fields are blue, magnetic fields are red, and surface currents are green). (d) An SEM image showing
a fractured 1 mm thick cavity chip.

is tetra-methyl-ammonium hydroxide (TMAH) masked by silicon oxide. Both methods

were tried. The benefits of KOH over TMAH are:

• Depositing and etching nitride is faster, easier, and safer than growing oxide.

• The mask selectivity is an order of magnitude better. 1

• KOH is considered less toxic than TMAH, though they are both caustic/corrosive.

1The mask selectivities are 480:1 for TMAH etch of silicon masked with our grown silicon oxide versus
6300:1 for KOH etch of silicon masked with our PECVD nitride.
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FIGURE 6.2: Fabrication steps for micromachined cavities. Beginning with a Silicon wafer (a), a
nitride mask is created (b)-(e), the silicon is etched (f), the mask is removed (g), and the wafer is
metalized (h)-(i).

• KOH etch is a much faster silicon etchant than TMAH, by a factor of 3-5 times, mean-
ing that the cavity etches we will describe take a total of about 3 hours rather than
10.

The negative aspects of using a KOH etch are:

• The resultant surface roughness is higher due to increased etch speed.

• It leaves a residue salt of potassium (K+) which is incompatible with MOS or CMOS
processing.

Dry etching options, such as DRIE, were not explored for creating the cavity, because it

was suspected that the side-walls especially would be comparatively rough and difficult

to completely coat with metal.

Following figure 6.2, we begin with a silicon wafer 500-1000 µm thick in (100) orien-

tation (a). First, the wafer is cleaned by sonication in solvents and dip in BOE to remove
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native oxide. Next, a 150 nm layer of silicon nitride is deposited by PECVD (b). A mask

with large rectangles is transfered into the nitride layer by photolithography with S-series

positive photoresist (c) followed by plasma etching (CHF3 +O2) the nitride (d) and remov-

ing the photoresist (e).

Next, the cavity recesses are etched by a KOH bath (f), wherein the following redox

reaction occurs:

Si + 2OH− + 4H2O→ Si(OH)2+
2 + 2H2 + 4OH− (6.1)

The crystalline silicon dissolves accompanied by a release of hydrogen gas bubbles. The

etch bath consists of 30% by weight KOH in water with 1% Isopropanol added as a surfac-

tant intended to reduce surface roughness. At 88◦C, it etches silicon with a rate 95 µm/hr.

The etch rate has an exponential dependence on temperature. A slower option is the same

bath set to 75◦C for etch rate 50 µm/hr. Since etch bath reactants are not significantly con-

sumed by individual wafer etches, the bath is saved in a closed jug and reused for many

wafer etches. To maintain consistent etch rate, water must be added to compensate for

evaporative loss. For the cavities in this chapter, KOH was used to create 22 × 24 mm

rectangular pits to depths around 300 µm deep. Desired depth is achieved by knowing the

etch rate and stopping the etch with copious DI water rinsing at the appropriate time.

The wet etch is anisotropic with selectivity to silicon’s (100) : (111) planes, result-

ing in a rectangular recess with sidewalls determined by the crystal planes. An angle of

54.7◦results, as seen in figure 6.1. These angled sidewalls are actually beneficial when it

comes to metalizing the 3D structures. In section 6.4, we will find that the perturbation to

the cavity frequency is small. The bottom of the pits have an RMS surface roughness of

Rq = 20− 40 nm. We measure a selectivity of 30:1 between the (100) : (111) crystal planes,

which results in an undercut of the mask of about 2% of the cavity depth. Additionally, the

PECVD nitride mask is etched at 15 nm/hr at 88◦C, indicating a mask selectivity of 6300:1.

After the KOH etch, the nitride mask can be removed (figure 6.2(g)) by either plasma

etching (CHF3 + O2) or hydroflouric (HF) acid. Because we wish to remove potassium
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salts left over from KOH etch, we choose the HF option because it also dissolves the salts.

2 40 minutes in BOE 5:1 is more time than needed for nitride mask removal, but it is

the recommended time for salt residue removal. The salt crystals are visible by optical

microscope before this removal step, especially on the angled sidewalls, but disappear

after this removal step. The presence of the salt is also sometimes visible by the naked eye

as hazy white residue regions.

6.2.2 Electroplating

After the pits are created and the wafer cleaned, the wafer is metalized (figure 6.2(h)-(i)).

The wafer is coated by e-beam evaporation with 6 nm titanium and 100 nm copper or gold

which serves as a conducting layer onto which 10 µm of indium is electroplated, forming

the cavity walls. Refer to appendix A for more information on the electroplating process.

6.2.3 Bonding

Finally, the cavity chips are diced out of the wafer and paired with a mating component

that both forms the final remaining wall of the microwave cavity and permits measure-

ment of the resonant mode, and they are united in holy indium matrimony. The mating

component to which the etched chips are bonded depends on the coupling scheme being

employed, and we will discuss several of these in the next section. You will see that this

mating component can be of several materials including silicon, bulk copper, or PCB, each

also electroplated with a layer of indium.

Some mechanical concerns that must be considered when bonding micromachined sil-

icon wafers to one another or various other materials are ennumerated in section 7.3. In

fact, the entirety of the next chapter is dedicated to process development of indium bond-

ing, so we suspend detailed discussion of indium bonding until then.

2Another common way to remove the potassium salt residue after KOH etch is 20 minute immersion in a
self-heating solution of 1:1:1 H2O : H2O2 : HCl. This solution removes the salt, but does not etch the nitride.
This is useful in cases of nitride membrane relief.
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6.3 Coupling

6.3.1 Pin coupling

In what is commonly called “pin coupling”, a coaxial transmission line carries that carries

signals between room-temperature instruments and the cavity resonator has an abrupt

transition in a port to the cavity. The center pin of the coaxial cable comes to an end, and the

propagating signal exponentially decays in a short section of narrow circular waveguide

to evanescently reach the cavity mode, as illustrated in figure 6.3. This is the most common

means by which signals are coupled with 3D cavities in cQED, and it is already covered

thoroughly.

L

TEM TM01 P•E

(a) (b)

FIGURE 6.3: Pin coupling. (a) Signals from the coaxial line (TEM) are coupled to a propagating
circular waveguide mode (TM01), which has a decay length given by the cutoff propagation con-
stant β. (b) Coupling between the circular waveguide and a rectangular cavity is well-described
by a dipole excitation approximation of a circular aperture since the radius of the circular waveg-
uide is small compared to the wavelength. (Figure used with permission from Reagor, 2015. See
Copyright Permissions.)

Let us briefly explain the mechanism here before showing that this method can be used

to measure micromachined cavities too. The abrupt transition of coaxial transmission line

to sub-cutoff cylindrical waveguide excites many of the waveguide propagating modes,

but particularly the TM01 waveguide mode transmits the most power. Propagation con-

stants of the TM0m (azimuthally symmetric) modes of the circular waveguide with radius
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(6.2)

where p0m is the mth zero of the zeroth Bessel function J0(x). The cutoff frequency of the

waveguide is the frequency below which the propagation constant becomes imaginary,

which is

ω <
p0mc

r0
. (6.3)

The waveguide into which the pin extends is a small enough radius such that the signals

will be below the cutoff frequency. In this case, the Q scales exponentially in the length of

the waveguide section L as

Qc ∝ e−2βTM01L. (6.4)

For example, the cavity lids used for the cavities in this section had cylindrical waveguides

of r0 = 1.2 mm, so the dominant mode has βTM01 ≈ i2 mm−1, corresponding to an e-

folding length of 0.5 mm. 3

The waveguide opening to the cavity is small compared to a wavelength, so impinging

fields on the cavity can be approximated by a dipole excitation, similar to our circular aper-

ture calculation. A derivation for the actual pin coupling to a rectangular cavity (Reagor,

3To say the waveguide has an e-folding length of 0.5 mm means that the propagating fields lose a factor of
e in their amplitude for every 0.5 mm that they travel in the waveguide, or equivalently, they lose a factor of e
in their energy every 0.25 mm.
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where R is the real impedance of the coaxial line (50 Ω), Γ is a reflection coefficient (in

practice, Γ ≈ 1/2), and ri is the radius of the inner conductor of the coax pin. Note that the

coupling is modulated by the location of the aperture on the cavity wall, and that Qc ∝ r6
0,

as with the aperture alone.

To employ this method in micromachined cavities, we pair a micromachined pit wafer

with a traditionally machined block with the cylindrical waveguide ports, as shown in

figure 6.4. The block is electroplated in indium by a vendor (Component Surfaces) to a

thickness of 10 µm.

6.3.2 Transmission line to aperture coupling
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FIGURE 6.5: Quality factors of superconducting micromachined resonators with the described
aperture coupling scheme. Quality factors from simulation and measured devices are compared
in (a), while a cartoon of the cross-section of an aperture-coupled device is shown in (b). There is
a single aperture of radius r positioned in the center of the cavity beneath a CPWG in the top PCB
chip (figure 6.6). All measurements were taken at temperatures ≈ 20 mK and the lineshape was fit
to obtainQtot, Qc, andQint. Simulated values are obtained using HFSS’s eigenmode solver with 50
Ω wave ports terminating each end of the CPWG. The blue dashed line shows the expected scaling
QC ∝ 1/ωr6.
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A multilayer planar-fabricated coupling method is achieved by omitting metalization

in a small circle on the cavity wall positioned below a transmission line. This aperture

coupling scheme is diagrammed in cross-section in figure 6.5(b), and the device compo-

nents are shown in figure 6.6(a)-(c). For radius r � λ, the radiation of field E0 through

the aperture can be modeled as that of a dipole with ~p = 2
3εE0r

3 oscillating at the cavity

resonance frequency ω. The scaling of the coupling is therefore predicted to be QC ∝ r−6

(see section 5.2.2).

We conducted several measurements of micromachined cavities in this style. The cav-

ity chips were paired with PCB coupling lids. The chosen transmission line was a CPWG

with a center strip width comparable to the diameter of the aperture and comparable to the

dielectric height to ensure sufficient overlap with fields radiating from the aperture (strip

width w = 625 µm, gap G = 762 µm, height h = 762 µm). We also found that including

metalized vias in the PCB improved the transmission spectrum, and these vias are 300 µm

in diameter and through-plated with copper. In figure 6.5(a), we show results from four

such devices made with different aperture radii. Measured couplingQs compare well with

simulation. Internal Qs measured here are less than 500,000, which we attribute to seam

losses at the indium-indium bond.

Though radiation of field out the aperture is necessary to provide a means of coupling,

the aperture must be kept small enough to prevent excessive radiative loss, discussed in

section 5.2.2. Using equation 5.27, we find that for r = 0.75 mm,Q = 106. For r = 0.675 mm,

Q = 5×106. The fact that our measurements ofQint, shown in figure 6.5, do not meet these

values, and do not increase for decreasing aperture radius, indicates that radiation loss out

the aperture is not the limiting factor.

6.3.3 Lateral loop coupling

The two methods of coupling discussed so far (pin and aperture) require multi-layer or

vertical transfer of field energy. It is also possible to couple to the rectangular cavity from
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FIGURE 6.6: Superconducting micromachined cavity with aperture readout. (a) Sketch of a
transverse plane cross-section of the device. (b) The top chip is made in TMM10i PCB and contains
Cu plated vias and 10 µm In is electroplated on the back side. An aperture (dashed circle, r =
675 µm) is omitted in the back side metalization to permit coupling of cavity fields through the
dielectric to the CPWG trace above. (c) The bottom chip consists of a 22×24× .3 mm rectangular pit
metalized with 10 µm In. (d) A 500 MHz range of the transmission spectrum of the device measured
at 20 mK shows the TE101 resonance. A fit to the asymmetric lineshape yields Qint = 4.6 × 105

and Qc = 1.4 × 105. (Figure adapted with permission from Brecht et al., 2015. See Copyright
Permissions.)

within the same layer, which we call lateral coupling. Since the electric field is zero at the

edges of the cavity that can be accessed laterally, we can instead couple to the magnetic

field directly, which is strong at the edges of the cavity. The probe consists of a loop of

current that can be inserted in a tunnel in the same layer as the cavity. The loop has a

magnetic dipole aligned to the local orientation of the cavity magnetic field, as shown

in figure 6.7(b). A propagating waveguide mode translates this dipole moment to the

resonator with an exponentially reduced amplitude, similar to our findings in section 6.3.1.

The principle is illustrated for micromachined cavities in figure figure 6.7. The blue

points and bottom axis show that a range of coupling strengths can be accessed by adjust-

ing the position of the loop probe, or the cavity-coupler distance. When the probe is inside

the waveguide, retraction from the cavity’s edge increases the coupling Q approximately

exponentially. Stronger coupling is reached when the probe is inserted inside the cavity

itself. The position of the sub-cutoff waveguide along the cavity wall can also be varied to

affect coupling strength. The location of strongest coupling is in the middle (position 0.5).
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FIGURE 6.7: Lateral loop coupling principle. (a) Simulated coupling Qs for a loop coupler
scheme. The blue points and bottom axis show that a wide range of coupling strengths can be
accessed by adjusting the lateral position of the loop probe, or the cavity-coupler distance. Neg-
ative values of cavity-coupler distance indicate that the tip of the loop probe is retracted into the
sub-cutoff waveguide, and positive values indicate protrusion of the loop probe into the cavity.
The black points and top axis show that the position of the sub-cutoff waveguide along the cavity
wall can also be changed as a parameter that affects coupling, and that the location of strongest
coupling is in the middle (0.5). (b) A cross-section of the cavity and sub-cutoff waveguide “tunnel”
in which the loop coupler probe is inserted.

In this location, the sensitivity of the exponential dependence of coupling to cavity-coupler

distance is also maximized. With this in mind, if it is difficult to control the exact placement

of the loop probe, it may be advantageous to reduce the sensitivity of exact cavity-coupler

distance by choosing a waveguide position at 0.2, for instance.

In contrast to the pin coupling case of section 6.3.1, here there is not azimuthal sym-

metry in the under-cutoff waveguide. Additionally, the waveguide is actually a hexagon

and the current loop does not generate a perfect dipole excitation of a single propagating

mode. Higher TE and TM waveguide modes both may contribute to power transmitted

between the loop probe and the cavity. Propagation constants of the TM modes of a circu-

lar waveguide are (Pozar, 2005 - section 3.4)

βTMnm =

√
k2 −

(
pnm
r0

)2

, (6.6)
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where pnm is themth root of the nth Bessel function Jn(x). Similarly, propagation constants

of the TE modes are

βTEnm =

√
k2 −

(
p′nm
r0

)2

, (6.7)

where p′nm is the mth root of the first derivative of the nth Bessel function J ′n(x)

Because of the orientation of the loop, we expect to primarily excite the circular waveg-

uide mode TE11 (Reagor, 2015–section 4.5.2). We expect the coupling Q to scale exponen-

tially with the length of tunnel between the loop and cavity L as

Qc ∝ e2βTE11L. (6.8)

Since this is an approximation, it is worth noting that additionally higher modes would

change the slope of the blue points (which ideally fall on a line of slope β for L < 0) in

figure 6.7(a). In our case, the dimensions of the sub-cutoff waveguide tunnel are shown in

figure 6.8(d). Approximating the tunnel as a circular waveguide with radius r0 ≈ 400 µm,

the relevant propagation constant for a 10 GHz signal is βTE11 ≈ i3.4 mm−1 (using p′11 =

1.841). The cutoff frequency for this mode is 200 GHz, and the e-folding length is 0.15 mm.

Implementation of this strategy in the lab (see device in figure 6.8) faced a few chal-

lenges. First, construction of the loop coupler itself required a specialized procedure of

milling and copper electroplating steps with our (LPKF) circuit board creation tools. Specif-

ically, copper is through plated on the vertical tip and the coupler’s conducting line is re-

cessed into the top of the stick to prevent shorting between it and the tunnel into which

it is inserted. Second, a transition from coaxial cable to CPW to the coupler was made

with a taper pattern and wirebonding conducted after mechanical insertion into the tun-

nel. Third, we suspect poor quality indium-indium bonding of the two chips forming the

cavity and tunnel. A waveguide with a poor quality seam along the propagation axis is

known to support unwanted signal pathways like parallel-plate transmission. In this way,

the poor quality seam results in cross-talk between two probes that would otherwise see
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FIGURE 6.8: Lateral loop coupling micromachined cavity device. (a) An exploded diagram
and (b) photograph of a micromachined cavity chip, it’s mounting PCB, and trenches that hold
loop couplers described in this section. (c) A photo of the assembled cavity and copper shims that
cover the CPW-to-microstrip transition (top), and the cover (bottom). (d) Magnification of the loop
coupler including the CPW-to-microstrip transition. (e) Cross-section of the tunnel with end of
loop coupler, where orange is copper (to scale).
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transmission only on cavity resonance. The combination of these issues resulted in an

unacceptable spectrum dominated by cross-talk. The cavity resonance was also visible,

however, so it should be possible to employ the lateral loop coupling principle effectively

if there is reliably good wafer bonding and an improved CPW-to-loop coupler transition.

6.3.4 Lateral CPW coupling

We now consider a second type of lateral coupling. Like the loop coupling method, this

scheme involves a probe entering near the cavity wall though a tunnel created in the same

layer and with the same etch as the cavity. We pattern the probe as a CPW transmission

line on the wafer that forms one of the tunnel walls, as shown in figure 6.9. The benefits are

lithographic definition of the probe geometry and position, as well as elimination of the

need to mechanically insert a separate piece by hand. Lateral CPW coupling is therefore

sure to be more precise and robust.

An analysis of the coupling mechanism, i.e. in terms of dipole excitation of the tunnel

waveguide modes, is less clear now than in the other coupling schemes that we have dis-

cussed. The tip of the CPW probe line can be terminated in either an open or a short, but in

both cases there is no obvious electric or magnetic dipole that can be simplistically oriented

to align with cavity fields, at least without some accompanying symmetric cancellation.

However, perhaps because the terminated CPW is dominated by fringing fields, and these

are not symmetric, coupling undoubtedly occurs. Coupling strength is best determined by

simulation, and in figure 6.9 we show examples of two sizes of CPW terminated in both

open and short tips.

I do not present experimental attempts for this coupling scheme. It is apparent from

simulation that this scheme cannot be operated in cavity transmission mode (two loop

couplers, where the ideal S21 signal from one to the other is minimal except on resonance)

because a significant fraction of the signal propagates through the bottom wafer at a wide

range of frequencies. The propagation results from a parallel plate traveling mode between
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FIGURE 6.9: Lateral CPW coupling to micromachined cavity. (a) Simulated coupling Q as a func-
tion of the length that the probe penetrates into the cavity for the loop probe of section 6.3.3 as
well as four types of lateral CPW probes. The yellow dotted line at the cavity edge is 0, negative
lengths correspond to retraction into the tunnel, and positive lengths correspond to insertion into
the cavity. (b) A cross-section of the cavity and sub-cutoff waveguide “tunnel” in which the CPW
(fabricated on the upper wafer, black box) or loop probe resides. (c) A cross-section showing the
fields of a CPW that hybridize with those of the sub-cutoff waveguide and/or cavity. These simu-
lations concern CPWs with parameters [w,G]CPW = [50, 86.7] µm and [w,G]CPW2 = [20, 35.5] µm
and that may terminate in either an open, (d), or a short, (e). (f) We show that the position of the
tunnel along the cavity wall, which is another tunable parameter, is fixed to 20% in this case. The
small colored arrows show magnetic field vectors that qualitatively suggest the nature of the cou-
pling between the CPW short at L = 1 mm (black lines in inset) and the cavity (red is high and blue
is low field magnitude).
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the metal layers surrounding cavity chip dielectric, to which fields from the CPWs couple.

In simulation, the problem can be remedied by creating a perfect conducting barrier be-

tween the two ports. In actuality, the analagous result can be achieved using conducting

vias in the cavity wafer. This is a valuable observation: developing metalized vias is proba-

bly necessary to prevent cross-talk in much of the CPW circuitry of MMIQCs section 4.3.4.

6.4 Frequency shift in wet-etched rectangular cavity

The asymmetric wet etch of KOH in silicon results in a cavity shape that differs slightly

from a rectangular prism. How much does this effect the field distribution or change the

frequency of the modes?

We follow Pozar, 2005–section 6.7 to add a general shape perturbation to the rectangu-

lar cavity. We will derive an expression for the change in frequency due to the change in

shape due to the sloped sidewalls that result from a chemical wet etch of silicon. The “orig-

inal cavity” is a rectangular cavity with dimensions a × b × c as seen in figure 5.1(a). We

will add a triangular prism at each of the four vertical walls to create the “etched cavity”.

x

z

y

a

b d

54.7

FIGURE 6.10: Shape perturbation of the etched cavity. The original cavity is a× b× d rectangular
prism. Red triangular prisms highlight the volumes that differ between the original rectangular
cavity and the actual etched cavity.
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Let us denote the fields and frequency of the original cavity ~E0, ~H0, and ω0, and denote

the fields of the etched cavity ~E, ~H , and ω. The exact shift in resonance frequency is

ω − ω0 =
−j
∫

∆S
~E∗0 × ~H · d~s

∫
V

(
ε ~E · ~E∗0 + µ ~H · ~H∗0

)
dv

(6.9)

Though this is exact, it is not very useful since we do not initially know ~E, ~H , and ω. To

go further, we make some perturbative assumptions. First, we assume that the field at the

new wall is the same as it would be at the original wall: ~E = ~E0 and ~E = ~E0. Second, we

assume that the change in surface area is small: ∆S = S0 − S � S0. Also assume that the

total energy in the original and perturbed cavities is the same. Then, using conservation

of power it is simple to show that the fractional change in the frequency is

ω − ω0

ω0
≈
∫
V0

(
µ| ~H0|2 − ε| ~E0|2

)
dv

∫
V0

(
µ| ~H0|2 + ε| ~E0|2

)
dv
. (6.10)

This can be written in terms of stored energies as

ω − ω0

ω0
≈ ∆Wm −∆We

Wm +We
. (6.11)

For our rectangular cavity, the electric stored energy is

We =
ε

4

∫

V0

E∗yEydv (6.12)

=
ε

16
abdE2

0 , (6.13)
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and the magnetic stored energy is

Wm =
µ

4

∫

V0

H∗xHx +H∗zHzdv (6.14)

=
µ

16
abdE2

0

(
1

Z2
TE

+
π2

k2η2a2

)
(6.15)

=
ε

16
abdE2

0 . (6.16)

In the last step, we have simplified by noting that ZTE = kη/β = kη/
√
k2 −

(
π
a

)2, so the

expression in parentheses is equal to 1/η2 = ε/µ. We arrive at the expected result that the

stored electric and magnetic energies are equal on resonance.

For our etched cavity, we are adding a shape perturbation for the volume of trapezoidal

prisms along the lengths of each of the narrow walls. We will neglect the corners. The

volume of the original cavity is V = abd. Our perturbation is written

∆V ≈ ab2 tan θ + db2 tan θ (6.17)

= (a+ d)b2 tan θ (6.18)

where θ = 54.7 ◦is the angle defined by the silicon crystal planes (100) and (111).

The fields on the left/right walls (z = 0, z = d) are ~E = 0 and ~H = − jE0

ZTE
sin πx

a x̂,

and the fields on the front/back walls (x = 0, x = a) are ~E = 0 and ~H = jπE0

kηa sin πz
d ẑ.

Therefore, ∆We = 0 and we only have to work on the magnetic energy that would have

been stored in ∆V were it to have th fields of the original cavity. There is a cancellation

of a factor of two for pairs of symmetric walls and a factor of one half in the volume of a
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triangular prism. We calculate

∆Wm =
µ

4

∫

∆V
H∗xHx +H∗zHzdv (6.19)

=
µ

4

[∫ a

0
b2 tan θ

−E2
0

ZTE
sin2 πx

a
dx+

∫ d

0
b2 tan θ

πE2
0

kηa
sin2 πz

d
dz

]
(6.20)

=
µ

4
E2

0b
2 tan θ

[
−k

2 − (π/a)2

k2η2

∫ a

0
sin2 πx

a
dx+

π2

k2η2a2

∫ d

0
sin2 πz

d
dz

]
, (6.21)

where we have again expanded ZTE as above. Noting that results of the two integrals are

a/2 and d/2, and again substituting 1/η2 = ε/µ , we continue simplifying,

∆Wm =
ε

8
E2

0b
2 tan θ

[
−a 1

k2

(
k2 − (π/a)2

)
+

d

a2

π2

k2

]
(6.22)

=
ε

8
E2

0b
2 tan θ

[
−a+

π2

k2

1

a
+
π

k2

d

a2

]
. (6.23)

We now can apply this knowledge to equation 6.11 and know the approximated frequency

shift is

ω − ω0

ω0
≈

ε
8E

2
0b

2 tan θ
[
−a+ π2

k2
1
a + π

k2
d
a2

]

ε
8abdE

2
0

(6.24)

=
b tan θ

ad

[
−a+

π2

k2

1

a
+
π

k2

d

a2

]
. (6.25)

One can recall that the wavenumber k = ω0
√
µε. We have arrived at an expression for the

frequency shift of the etched cavity in terms of parameters of the original cavity and θ.

Now we apply this to the cavity dimensions used here: a = 22, b = 0.30, c = 24

mm. The original frequency is ω0/2π = 9.24933 GHz. The fractional frequency change is

0.0043, meaning the new frequency of the etched cavity is 0.43 percent higher than original:

ω/2π = 9.28877 GHz. This is checks out with common sense, since we expect the etched

cavity to have a higher frequency than the original cavity, but a lower frequency than the

rectangular cavity that could fit inside (having dimensions a− 2b tan θ × b× d− 2b tan θ),



Chapter 6. Micromachined cavity resonators 129

which in this example would be a limit of 9.42393 GHz. We can conclude that for b� a, d,

the frequency shift is less than half a percent.

6.5 Summary

The first superconducting micromachined cavities, complete with a multilayer aperture

coupling scheme, are showcased in Brecht et al., 2015. This marks a success in proving

the viability of such devices and methods that can be extended towards the MMIQC hard-

ware architecture described in chapter 4. However, in working with such devices, it was

apparent that more work was need to develop methods to produce reliably robust indium-

mediated wafer-to-wafer bonds. In the next chapter, we characterize both the indium ma-

terial and the bonding process in several dimensions. Then, in chapter 8, we will return to

the micromachined cavity and incorporate a transmon qubit.



Chapter 7

Superconducting wafer bonding with

indium

We focus on indium because of a few remarkable properties. First, we know that it is

a superconductor. Second, it is extremely malleable and ductile, meaning that it readily

deforms without losing toughness. Furthermore, it maintains this ductility at low temper-

atures. For this reason, it is commonly used for hermetic sealing gaskets in cryogenics.

Refer to table B.1 for some superconducting parameters of indium compared to those of

aluminum and niobium, which are two metals commonly used in superconducting cir-

cuits.

Being a trivalent metal, indium is chemically similar to aluminum. In industry, the

largest end-use for indium is in the form of thin-film coatings of its alloys, such as indium

tin oxide (ITO), in liquid crystal displays, solar cells, etc. Indium-semiconductor com-

pounds are used in infrared detectors and high-speed transistors. In this thesis, we con-

centrate on pure indium and its application in cQED as an inter-wafer bonding medium.

1

1 On an historically interesting note, indium made its first appearance for use in superconducting circuits
in the in the form of lead-gold-indium alloy Josephson junctions because of stability advantages over the first
Josephson junctions, which were made with lead. This development occurred in the 1970’s at IBM (Greiner,
1971; Lahiri and Basavaiah, 1978). These alloy junctions were subsequently replaced by the more reliable
Niobium and Aluminum junctions.

130



Chapter 7. Superconducting wafer bonding with indium 131

We begin this chapter by providing a brief background on wafer bonding. Second, we

review existing work on wafer bonding using indium bumps, followed by a presentation of

indium bumps that we have fabricated in the lab. Next, in section 7.3, we discuss some of

the mechanical considerations relevant to indium bonding silicon wafers, including some

observations from benchtop examinations of the indium’s deformation and shear. In sec-

tion 7.5, we use 3D resonators with indium walls to study the surface of indium. First,

we examine the response of resonator to varying circulating power, concluding that di-

electric losses are as small as those found in aluminum cavity counterparts (suggesting

similar qdiel). We also discuss some nonlinear effects that were observed in 3D resonators

with high seam participation and at very large circulating powers. In section 7.6, we again

use 3D resonators to examine indium’s surface impedance by tracking the change in fre-

quency as temperature is swept across the superconducting transition. This allows us to

extract qcond and the penetration depth. Additionally, in section 7.7, we track the DC re-

sistivity of indium across the superconducting transition. Lastly, in section 7.4, we discuss

experiments using stripline resonators as test-devices to allow us to probe the conductivity

(gseam) of indium bonds.

7.1 Background on wafer bonding

Wafer bonding is a crucial aspect of 3D integration. There are several different methods,

reviewed by Fan and Tan, 2012, that we briefly summarize here to provide context and

reasoning for the choice of pure indium in this thesis.

First, thermocompression bonding, also referred to as diffusion bonding or solid-state

bonding, is a process in which clean metallic surfaces are brought into contact with applied

force and heat. Atoms migrate across the surfaces of the two crystal lattices during crystal

lattice vibration and the two surfaces become bonded to one another through this atomic

diffusion across surfaces, grain boundaries, and the bulk. Applied heat, force, and optional

ultrasonic force encourages the process. Thermocompression bonding has established use
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in gold, copper and aluminum, which are all metals with high diffusion rates. Gold is

an ideal metal for this process because it does not have an oxide, is very ductile, and has

low melting point. Gold thermocompression bonding was used in the MMICs of Brown,

Blondy, and Rebeiz, 1999; Blondy et al., 1998; Papapolymerou et al., 1997; Katehi, 1997;

Chi and Rebeiz, 1996, to name a few. Copper bonding requires temperatures > 400◦C

and an oxide-cleaning strategy, and it is employed industrially on the wafer-scale (Chen

and Tan, 2012). Aluminum bonding requires temperatures > 500◦C, pressures twice that

required for copper, and forming gas to break through surface oxide because aluminum

does not diffuse through its oxide at all (Cakmak et al., 2009; Farrens, 2008). 2 As of very

recently, thermocompression bonding of indium is being investigated for the application

of multilayer superconducting quantum circuits (McRae et al., 2017). 3 The conditions for

aluminum thermocompression bonding, however, require a temperature not compatible

with Josephson junction circuits.

A material property relevant to thermocompression bonding is a metal’s self-diffusion

rate. The rate of self diffusion follows D = D0e
−A/RT , where D0 is the self-diffusion

constant, A is the activation energy, T is temperature, and R = kBNA is the gas constant.

Indium’s self-diffusion rate becomes significant at half the activation energy of copper and

gold.4

The second type of bonding is eutectic bonding, in which two metal species are com-

bined with energy from heat, voltage, and/or ultrasonics to activate and then solidify a

eutectic system. A eutectic system is an alloy in which transformation between solid and

liquid states can occur at a specific alloy concentration as well as temperature. That is,

2 We had EVG perform aluminum thermocompression bonding test on a micromachined cavity device
with 1 µm e-beam evaporated aluminum on both wafers. The etched cavity part of the silicon wafer broke
under the required force.

3This work conducts bonding of bulk indium surfaces 150 nm thick at 190◦C, which is above the melting
point (156◦C) so that the indium reflows to create the bond. DC indium-to-indium bond resistance measured
in this work is 515 nΩmm−2 at 10 mK. This work also corroborates our findings that bonded indium devices
can withstand multiple cooling cycles, as well as “several minutes of high-power sonication”.

4 For copper, D0 = 0.5 cm2/s, and Q = 47 kcal/mole (Kuper et al., 1954).
For gold, D0 = 0.091 cm2/s, and Q= 42 kcal/mole (Makin, Rowe, and Leclaire, 1957).
For indium, D0 = 2.7-3.7 cm2/s, and Q = 19 kcal/mol (Dickey, 1959).
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the phase diagram of a eutectic alloy has a eutectic point at a unique atomic or molecular

percentage ratio and temperature at which there coexists two solid phases and a liquid

superlattice. This is the melting point of the eutectic and it is lower than that of either

species. Not all binary alloys have eutectic points. Eutectic wafer bonds are commonly

made in systems of Si/Au, Si/Al, In/Au, Cu/Sn, Au/Sn and Al/Ge. We suspect that

many of these eutectic combinations would not be good superconductors. Transient liquid

phase (TLP) bonding is a variation of eutectic bonding that involves sealing wafer surfaces

together by melting and then cooling a low-melting-point interfacial layer between parent

metal layers under conditions such that an intermetallic joint results. The In/Au system is

ideal for this technique (Welch and Najafi, 2008).

Other bonding methods make use of conducting paste or nonconductive adhesives and

these are not of interest to us here. We will now focus on thermocompression bonding of

pure indium because we expect good superconducting behavior and because it has a high

self-diffusion rate at relatively low temperatures.

7.2 Indium bump bonding

Indium may be pattered into “bumps” before use in bonded multilayer structures. These

bumps may either serve as individual electrical interconnects, as in ball-grid-arrays, or

form electromagnetic boundary conditions, e.g. around the perimeter of a micromachined

cavity. They may also only provide mechanical support of the wafer assembly (e.g. in

SCUBA-2 Audley et al., 2004).

For wafer-scale bonding for the purpose of creating electromagnetic boundary condi-

tions, there are two advantages of patterning indium bumps rather than simply covering

large areas with bulk indium. First, patterning bumps reduces the effective bulk modulus

of the entire bond area, thus requiring less force for the same deformation. Second, there

is space for the indium bumps to deform, which allows for the surface oxide to be sheared

or broken through. The result is a superior electrical and mechanical bond.
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Indium may be deposited by either electroplating or thermal evaporation. While it

is also possible to sputter Indium, the process is notably messy and the resultant surface

is comparatively very rough. In many cases, the indium is deposited on top of an exist-

ing metal or stack of metals, referred to as under-bump-metal or UBM. Different appli-

cations require particular UBM stacks for their conductivity and physical interface prop-

erties, among other considerations. In many cases, the indium bumps are pattered and

then heated above melting point (156◦C), allowing the indium to liquefy and reflow under

the influence of its surface tension and adhesion to nearby surfaces, resulting in smooth

rounded tops or sometimes spheres resting on top of UBM pads. For high yield uniform

spheres, the UBM must repel liquid indium, but it is also desirable to have good adhesion

between the indium and the UBM pad. Reflowing indium bumps to form spheres is done

in order to create smooth surfaces of high hight uniformity. It has also been found that the

shear strength is increased after reflow (Huang et al., 2010; Huang, Xu, and Luo, 2009). We

do not experiment with reflow in this thesis.

Indium bump bonding is an established industrial technique. Unfortunately, however,

much of the methodology exists in the realm of unpublished trade secrets. For instance,

major development has occurred under military contractors such as Raytheon for the ap-

plication of infrared/night-vision sensors. In table A.4, we draw attention to what can be

gleaned from published works on indium bump fabrication and bonding. There are sev-

eral notable observations. First, all electroplaters use the indium sulfamate bath from In-

dium Corp. They all use a soluble indium anode, while in our process we have used an in-

soluble titanium anode. Third, most of the works mention the need for a post-lithography

dry-etch or plasma cleaning for satisfactory plating and we have also found this to be a

crucial step. All works in which the indium bumps are re-flowed perform the reflow in a

hydrogen or forming gas oven to limit surface oxidation. Lastly, the grain size of electro-

plated indium is smaller for reduced current density and/or a reverse-pulse-plating (RPP)

profile (Volpert et al., 2010) and we also find this to be the case.
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500µm 10µm

(a) (b)

FIGURE 7.1: Electroplated indium bumps (SEM images). (a) View from 45◦ tilt showing a layout
of 12 rows of 20×20 µm indium bumps in a 60 µm staggered pitch (fill-factor 22%) around a region
of blanket indium coverage. In this image, one can notice that the bumps on the corner are taller
than those in the interior. In this pattern, the corner bumps tended to grow ∼1.75 times the height
of the interior bumps, even with RPP. (b) Top-down view of a single indium bump. Some grain
boundaries are visible. The small spots and “trails” are of unknown origin.

7.2.1 Fabrication

We have made indium bumps in the lab using an electroplating process described in sec-

tion A.2. First, a conducting layer of 10 nm Ti and ∼150 nm Au or Cu is deposited on

the wafer by e-beam evaporation. During electroplating, the wafer acts as a cathode and

a thick photoresist prevents electrodeposition of indium on the masked areas. In the end,

the photoresist is washed away with solvents. Bumps are displayed in figure 7.1.

A method to reduce surface roughness and improve height uniformity across the wafer

is reverse-pulse-plating (RPP), in which the current in the plating cell is modulated from

positive to negative. The result is that material is deposited and removed in an alternating

way to result in a net positive deposition with smoother edges than develop under con-

stant direct current plating. An example of this effective technique is shown in figure 7.2.

Additionally, we are able to grow indium bumps on a layer of preexisting indium. This

is of interest for micromachined cavities and similar structures that require a continuous

superconducting joint over a large area. The process differs from that of table A.3 in that
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DC RPP(a) (b)

FIGURE 7.2: Indium bumps made with DC and reverse-pulse-plating. SEM images at 45◦ tilt
of 20×20 µm indium bumps in a 60 µm staggered pitch (fill-factor 22%). (a) Constant current
plating with average current density 〈J〉 = 3.8 mA/cm2. (b) Reverse-pulse-plating profile with
time-averaged current density 〈J〉 = 3.8 mA/cm2, and profile: 0.5 ms at 10〈J〉 reverse bias, 1.5 ms
at 10〈J〉 forward bias, 8.0 ms off, repeat.

a first electroplating step covers all of the Cu with ∼1 µm of In, over which a thick pho-

toresist plating mask is created (task 8). Then, the fresh indium surface is cleaned with the

usual pre-wet solution, which etches the oxide, and the rest of the indium is electroplated

(task 9b-c). Figure 7.3 shows images of this success. This process may introduce another

indium-indium interface, but we do not know the consequences of this in detail.
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Sample a, SEM Sample b, optical(a) (b)

FIGURE 7.3: Electroplated indium bumps on a layer of indium. (a) SEM image (45◦ tilt) of a
sample of 25×25 µm bumps at 50 µm pitch 15 µm tall on top of a 2 µm layer of indium. (b) Optical
microscope image of a sample of 20×20 µm bumps at 100 µm pitch 20 µm tall on top of a 2 µm
layer of indium.

7.3 Mechanical considerations

Indium is the softest metal that is stable in air (Reed et al., 1988). The Young’s (or elas-

tic) modulus of indium is 11 GPa, which is much lower than typical metals. For instance,

aluminum and gold are two more commonly encountered metals that are known for their

softness, and their Young’s moduli are 69 and 79 GPa respectively. The softness results

from deformation-induced recrystallization. Indium has an exceptionally low melting

point (156◦C = 430 K) and a high boiling point (2353 K). The temperature dependence

of indium’s tensile properties, strength and strain-hardening, is similar in form to met-

als such as copper and aluminum when considering the homologous temperature (scaled

by the melting point). As an example, because the melting point is so low, the strain-

hardening of indium at cryogenic temperatures is similar to that of copper at room tem-

perature, implying a considerable ability to dynamically recover from deformation at low

temperatures.

Because it is so soft, pure indium is not suitable for structural applications larger than
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millimeter scale. As such, there are few publications that focus on the mechanical proper-

ties of indium. Reed et al., 1988 studies tensile strength and ductility between 4 and 295 K,

and Iliev et al., 2017 reviews what is available and adds additional mechanical experiments

of unique application to indium. In particular, compared to other metals indium has an

exceptionally large “size effect,” which is a deviation from classical theories of plastic and

elastic structures, according to which the nominal strength of a structure is independent

of structure size. Indium has a viscoplastic response on the large scale 5 , but deviates

strongly when bulk indium is subject to ∼ 100 µm of indentation or beams < 1 mm thick

are subject to bending.

Because the grains are so prominent in the images of indium shown in this chapter,

we briefly note on this. The crystal structure of pure indium is body-centered tetragonal,

which is slightly distorted from the face-centered cubic structure of aluminum. Because

of this, physical properties of indium crystals (such as thermal expansion and elasticity)

are slightly anisotropic. It can undergo “crystal twinning,” in which two separate crystals

share the same lattice points in a symmetrical way. Twinning occurs more readily when

indium is stressed at low temperatures (Reed et al., 1988). Additionally, indium can grow

“whiskers,” which are long filaments of single crystal grown out of the surface either spon-

taneously or in response to stress. Tin and silver notably behave in this way, as do a great

many other metals (Zhang, Zhang, and Sun, 2015). While the whisker growth mechanism

is not fully understood, the resulting single crystal filaments can be made intentionally

(Werner, Tidecks, and Johnston, 1985) and some indium whiskers ∼mm long and ∼ µm

in diameter have been used to measured to probe superconducting characteristics (Dam-

aschke and Tidecks, 1989; Overcash et al., 1971). We have not observed these whiskers in
5 Viscoplasticity describes inelastic behavior that is rate-dependent. That is, the deformation of the solid

depends on the rate at which a load is applied. It is distinguished from (visco)elasticity, in which any applica-
tion of stress causes reversible deformation, by the presence of a yield stress over which the material deforms
and does not return. The difference between rate-independent plasticity and viscoplasticity is that viscoplas-
tic materials not only permanenly deform under load, but they continue to undergo a creep flow over time
under the influence of a continuously applied load. For metals and alloys, the viscoplastic mechanism usually
becomes dominant at temperatures greater than a third of the melting temperature.



Chapter 7. Superconducting wafer bonding with indium 139

work with electroplated indium.

One important mechanical consideration is the possibility of fracture of the substrate

chip during bond. Silicon is a brittle crystal. Its fracture stress is 7000 MPa (106 psi),

with stress concentration factors of 33 possible at sharp corners produced by anisotropic

etching (Petersen, 1982; Sooriakumar et al., 1995). Thermal contraction differences between

different material substrates can increase stress concentration. However, we can expect a

layer of indium to shear to accommodate the contraction of the substrates. (We will justify

this expectation in section 7.3.2.)

The mechanical characteristics of an oxide layer that develops on the surface of in-

dium are important as well. A pure indium surface will develop an oxide layer 3 nm thick

immediately upon exposure to air in ambient conditions, then continue to grow until it

passivates at a thickness of 8-10 nm over the course of about three days (Indium Corpora-

tion, 2016). This oxide can be removed with hydrochloric acid, formic acid, or by a plasma

process (Indium Corporation, 2016; Greer et al., 2009). A specially developed plasma pro-

cess is intended to remove indium oxide and replace it with indium nitride, which is more

brittle in character, easily cracking upon bump deformation (Schulte, 2013). Indium oxide,

on the other hand, is described as a tough leathery layer.

7.3.1 Deformation of bumps under bond and separation.

Figure 7.4 shows a side-view of our indium bumps under deformation. The chips with

25×25 µm indium bumps∼15 µm in height were first cleaned with 10% HCl to remove the

oxide and then bonded with a force that caused the height of the bumps to reduce by half.

Notice that a new layer of oxide grew, and that ruptures or cracks in it are visible in the

SEM images. When the two chips are pulled apart by hand in (b), pairs of bumps that are

well-bonded remain adhered at the interface, ripping the indium of one bump apart from

the chip. In some cases, however, the oxide layer is not broken through and the flattened

bumps separate in a way that indicates that no metallic inter-diffusion has taken place (c).
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bonded bumps

10µm

30µm

bonded & separated bumps

(a)

(b)

30µm

(c) bonded & separated bumps

FIGURE 7.4: Indium bumps bonded and separated (SEM). (a) A view from the side while op-
posing bumps are bonded together. (b) A view from 45◦ tilt after chips with bumps have been
bonded and then separated. In both images, ruptures in the indium oxide are visible as cracks on
the surface of the bumps in both images.
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FIGURE 7.5: Shear test results for indium. (a) Cartoon of the test samples (top), which are two
strips of copper each coated in 10 µm of electroplated indium and bonded together before being
clamped on the edges for shear pulling; and a cartoon of the block of bulk indium (bottom) under
shear deformation due to the applied force F . (b) Shear stress-strain curves collected for several
samples bonded at different pressures. To compensate for mounting differences, the data were
shifted horizontally to make the initial rise in stress occur at zero strain for all samples.

7.3.2 Shear tests of indium bonds

We performed some shear tests of our electroplated indium. The samples consisted of

strips of copper (20×100 mm) electroplated with 10 µm of indium (by Component Sur-

faces), aligned to an indium contact region of 20×5 mm bonded with the Instron at several

compressive forces. All samples were bonded at room temperature with a force profile

that ramped to target over 1 minute and held at target for 5 minutes before release. After

bonding, the samples were loaded to tensile test mounts and pulled at rate of 0.010 mm/s.

Shear stress-strain curves were collected for several samples bonded at different pressures

and shown in figure 7.5. To compensate for mounting differences or an initial slide in the

clamps, the data were shifted horizontally to make the initial rise in stress occur at zero

strain for all samples. The fact that copper strips were used as a substrate has negligible
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effect. 6

The indium shears elastically for some time before reaching a peak load. This max-

imum is the yield point or shear strength. Afterwards, the material continues to “cold

draw” for a very long time. The range of the shear axis corresponds to a total extension of

2 mm. The largest shear strength was measured for a sample of indium that was bonded

at 100 MPa of pressures, and shear strength was 6 MPa. The slope before the peak load

provides the shear modulus: F/A
∆l/t . The measured shear modulus for all samples was ap-

proximately 2.6 GPa, which did not vary with applied bond pressure. The accepted value

for pure indium’s shear modulus is 3.7 GPa. The “toughness” of a material can be found

by integrating the stress-strain curve to the point of failure, and it is an indication of how

much energy can be absorbed. Using the blue curve for 20 µm of indium bonded at 100

MPa, the toughness is about 70 J/m3.

An indium layer of this thickness can easily shear enough to accommodate difference

in thermal contraction between copper and silicon over the scale of a 100 mm wafer. Tak-

ing a generous estimate of the differential thermal contraction, let us assume that silicon

does not change in size at all 7 and that copper changes by a total of 0.3% between room

temperature and 15 mK (Pobell, 2007). In that case, there would be 150 µm of shear travel

required. This extension is far below the yield point for our 20 µm slab of indium.

In this section we have discussed room-temperature shear tests on bulk indium bonds.

Additionally, we observe from numerous thermal cycling tests, in which samples were

dunked in liquid nitrogen to rapidly cool from room temperature to 77 K, that indium-

indium bonds between silicon, copper, and TMM10i PCB do not fail (indium separation or

substrate cracking) with any repeatable pattern. Beyond these simple checks that we have

done on full-coverage indium, the stress induced by thermal contraction during cryogenic

6The Young’s modulus of copper is 120 GPa, which is much greater than the shear strength of indium being
probed. The copper strips are expected to extend by ∼50 µm under the maximum force applied (600 N at the
peak of the blue curve), which is a 2.5% effect over the full extension range of 2 mm.

7The percent change between room temperature and 7 K is 0.023% in Middelmann et al., 2015, which
reports coefficient of thermal expansion of single-crystal silicon accurate to the order of 1 × 10−9/K
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cycling of indium bumps is of interest to the pixelated multilayer detector systems that

we have previously mentioned. The subject is thoroughly addressed with both numerical

simulations and experimental measurements in Cheng, Liu, and Silberschmidt, 2012.

7.4 Bonded stripline resonators

For application in MMIQCs, the relevant metric for superconducting bonds is their RF

conductance. Earlier in this thesis, data in figure 5.11 showed that 3D cavity resonators

composed of indium have dramatically increased seam conductance compared to those

made of aluminum. In this section, we describe a test structure designed to probe bond

conductance, and we push this bound higher.

Physics background.

In chapter 5, we discussed the effect that seam loss can have on 3D cavity resonators.

The description in terms of seam admittance is applicable to all microwave resonators,

cavities and planar resonators included. In order to systematically access any seam admit-

tance, a planar stripline resonator can be designed with several superconducting bonds

interrupting the continuous strip of metal. A stripline containing no bonds has yseam = 0,

while striplines containing more bonds in locations where the standing wave current is

high access yseam > 0. To do this, the parts of the stripline are fabricated on two chips that

are then aligned and bonded together, as shown in figure 7.6.

The purpose of these stripline experiments is to isolate the fabrication parameters that

have the most important effect on the superconducting bond quality. It is therefore im-

portant that the seam loss at the bonds is the dominant loss mechanism in the device.

If another loss mechanism, dielectric loss for example, were dominant, we expect to see

the quality factors unchanging with varying yseam. Parameters that we suspect affect the

seam conductance include the purity of the indium, indium bump size and pitch, pre-bond
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cleaning procedures, bond pressure profile, bond temperature, and optional post-bond an-

nealing temperature profile.

Fabrication of devices.

The stripline chip pairs were fabricated on a sapphire substrate. First, a liftoff process

with optical lithography was used to create a pattern in copper. 8 Next, a second opti-

cal lithography step used a thick photoresist designed for use in electroplating (AZ9260)

to mask off areas of the chip where indium is not allowed. Then, the wafer-electroplater

described in appendix A was used to deposit indium on all exposed copper regions. Ap-

pendix A also contains an illustration of these fabrication steps, generalized to any pattern

made by the masked-electroplating method.

Once the pattern is fabricated, the wafer is diced into pairs of chips which are then

aligned and bonded. This thesis describes early experiments in which this process is

somewhat crude compared to methods that are currently being developed. Specifically,

the pairs of chips were manually aligned and bonded with the aid of a custom jig. The jig

is diagrammed in figure A.3.

The stripline chip pairs were packaged in an aluminum tube housing that we have

termed the “coaxline,” (Axline et al., 2016) illustrated in figure 7.6(e). This package is

considered seamless, meaning that the only seams at the clamped ends of the chips have

negligible admittance in the resonator modes. The two ends of the parent chips are in-

dividually clamped by pieces of metal at the end of the tube housing. Though here we

show a transmission pin-coupled coaxline, most of the bonded striplines were measured

in a multiplexed version of the hardware containing five resonators at a time. Microwave

8 A possible concern is the effect of the normal conductor beneath the indium. Any effect that there is, how-
ever, would be identical for all of the striplines, including those with no bonds. To examine this, preliminary
measurements of solid indium-on-copper striplines (with no bonds) were conducted. These devices are the
left-most blue diamonds in figure 7.7. They reach the maximum Q that is possible to measure in this package.
We are therefore satisfied that the presence of the normal conductor is not playing a significant role in the
dissipation of the mode in question.
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FIGURE 7.6: Stripline resonator experiment with indium bonds. The stripline is a λ/2 transmis-
sion line resonator, which supports a fundamental mode with voltage (red curve) and current (blue
line) are shown in (a). The stripline is composed of two chips that are bonded together to form a
conducing line interrupted by a variable number of bond regions, as (b) shows in cross-section. The
indium layer (light blue) is on top of the conducting seed layer (orange). The bottom chip is diced
to size 42×2 mm and the top chip is diced to size 35×2 mm. To provide mechanical stability to the
pair of bonded chips, groups of bonds in addition to the bond areas under test are necessary and
placed at the two ends of the chips. In (c), we show an image from an optical microscope viewing
through the top chip. Since sapphire is clear, the reverse side of the top chip pattern and the indium
of the bottom chip pattern are visible. A zoom-in of a single bond region is shown in (d). The bond
region consists of three overlapping fingers; each overlapping area is approximately 20 × 20 µm.
The bonded chip stacks are loaded into a coaxline package, as shown in (e), for measurement.
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FIGURE 7.7: Measured quality factor versus seam admittance for cavities and striplines. Inter-
nal quality factors of resonators plotted against calculated seam admittance. Note that this graph
builds upon figure 5.11.

signal is coupled to the striplines via a wire positioned coaxially in a tube running per-

pendicular to the stripline housing tubes. This is a “hanger” measurement (section 5.3.2)

whose coupling strength depends on the distance from the wire to the end of the stripline.

This coupling strength is therefore set in fabrication by the placement of the stripline rel-

ative to the ends of the chips, but small adjustments can be made in the placement of

the chips in the clamps. The hanger measurement is suitable for frequency multiplexing

several resonators.

Measurements and discussion.

The measured internal quality factors of the bonded striplines are plotted versus cal-

culated seam admittance as blue diamonds in figure 7.7. We make several observations.

First, observe that there is no evidence of a trend following seam conductance, even in this

range of higher seam admittances. The achieved bond quality is highly inconsistent, as ev-

idenced by the scatter in the points as well as the fact that some resonators did not appear
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in spectroscopy at all. Nevertheless, it is fruitful to observe that the upper-right-most point

sets a new bound on the conductance that it is possible to achieve in indium-indium bonds:

gseam ≥ 1010 /Ωcm. Lastly, we note that stripline resonators of all seam admittances tested

can approach the horizontal limit of Qint = 7 × 106, which is actually the maximum that

is possible to measure, as it is the limit on Q imposed by pcond of the aluminum package

surrounding the indium chip (Axline et al., 2016).

7.5 Indium 3D resonators

First attempts at improving the quality factor of micromachined cavities through the ap-

plication of indium bumps were not successful. Of four attempted cavities, the best perfor-

mance was Qi = 2.0× 105, whereas Qi = 2.7× 106 was reached with full-coverage 10 µm

thick indium. The reason could be poor uniformity in bump height over the large area of

the cavity, or residual photoresist among the bumps. More notes on these experiments are

found in table B.2, and they are represented as yellow squares in figure 7.7.

The resonators that we will discuss in this section were made with full-coverage in-

dium (not bumps). Observing internal quality factor change with respect to circulating

power can inform us about loss mechanisms that are present. In particular, dielectric loss

is the suspect for a specific kind of trend. A rise and then plateau of Q at higher powers is

well-documented (Gao et al., 2008; Khalil, Wellstood, and Osborn, 2011; Geerlings, 2013)

and is attributed to the saturation of two-level fluctuator systems (TLSs) which are micro-

scopic and thought to be distributed throughout an amorphous oxide layer on the surface

of the superconductor. In this section, we will show our observation of this plateau in an

indium 3D resonator. Then, we will discuss another dramatic change that is occasionally

observed in resonators with high yseam and speculate on its origin.
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7.5.1 Power dependence with TLS signature

Physics background.

TLSs can collectively be significant source of dissipative loss at low powers, especially

for resonators with high dielectric participation (see section section 6). They cause dissipa-

tion by absorbing power from the resonator and then decaying with some lifetime of their

own to an external bath. At increasing powers, more of the TLSs are permanently excited,

which creates a bottleneck in this avenue for dissipation. In other words, the population

of TLSs becomes saturated at high circulating powers and the resonator’s Q plateaus. The

relationship is given by
1

Qi
∝

tanh( h̄ω
kBT

)
√

1 + E2/E2
s

, (7.1)

where E is the RMS electric field in the resonator and Es is a saturation electric field

(Barends et al., 2010; Khalil, Wellstood, and Osborn, 2011). The value of Es depends on

the distribution of TLSs in the resonator, which can be modeled by solving the Bloch equa-

tions for the TLS density matrix (Burin, Khalil, and Osborn, 2013), but this is not generally

known. Additionally, the TLS states can be partially saturated due to temperature, as ac-

counted for by the tanh() in the numerator.

Measurement and discussion.

Using the measurement methodology described in section 5.3, various resonators were

characterized at a range of powers. An example of a high quality factor resonator is an

indium e-plated 3D cavity with a symmetric E-plane cut; data for which is shown in fig-

ure 7.8. Equation 5.82 is used to estimate the circulating photon number in the cavity. For

this measurement, Qc = 8 × 107. Single photon powers require Pin ≈ 200 dBm at the

port of the cavity. The dilution refrigerator setup had approximately 75 dB of attenuation

between the spectroscopic probe tone, from a VNA in this case, and the cavity. The mini-

mum output from the VNA is -85 dBm, and an additional 40 dB of physical attenuation is
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added to the VNA port in order to obtain the lowest power data. Measurements at single

photon levels required about 10 hours of averaging time for a single spectroscopic VNA

trace, even with a HEMT at 77◦K and an additional 30 dB amplifier at room temperature.

The data show a plateau in internal quality factor, indicating a saturation of TLSs after

about a factor of two change from the quality factor at single-photon levels. Similarly, a

micromachined cavity was also found to have about a factor of two difference between the

high and low power internal Qs: 2.3× 106 at n̄ ≥ 106 versus 1.2× 106 at n̄ ≈ 1.

Comparing these findings with literature and what has been found in the lab, there are

several things to note. First, 3D resonators tend to show a very small amount of power

dependence compared to planar resonators due to their low dielectric participation. The

TE011 mode of cylindrical cavity shows no power dependence at all thanks to having

pdiel = 0 (Reagor et al., 2013). A coaxial λ/4 resonator (Reagor et al., 2016) was found to

have a factor of four difference between the high power Q (6.1 × 107 at n̄ ≈ 106) and low

powerQ (1.5×107 at n̄ ≈ 1), due to its dielectric participation (2×10−7). Planar aluminum,

niobium, and NbTiN circuits on sapphire typically have a factors of 5 to 10 between high

and single-photon powers (Khalil, Wellstood, and Osborn, 2011; Geerlings, 2013; Barends

et al., 2010; Gao et al., 2008). We do not have a similar planar indium circuit with which to

compare to these results. However, power dependence measurements of indium striplines

in a coaxial package (figure 7.6(e)) reveal a factor of 2-3 between high and single-photon

powers, which matches what is observed for aluminum striplines in the same package

(Axline et al., 2016). We conclude that indium surfaces do not introduce TLS dissipation

significantly larger than other metals that have been studied.
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FIGURE 7.8: Power dependence of indium 3D cavity. This data is from the second cooldown of
a rectangular cavity with a symmetric E-plane seam (type (a) from figure 5.11) machined in OFHC
copper and electroplated to thickness of 100 µm indium. The resonance f0 = 9.49279983 GHz and
successive traces are offset by +2 dB. Note that a TLS saturation plateau is reached with less than a
factor of two between high power and low power internal Qs.

7.5.2 Cases of nonlinear resonance

Different power-dependent behavior that is not explained by TLS excitation is occasionally

exhibited in cavities with high yseam. At very high circulating powers, we see a nonlinear

response and bifurcation consistent with a Duffing oscillator. In this section, we will make

some observations about these high-power effects. However, note that the usual cQED

experiments do not operate in such regimes. It could be that the appearance of high-

power nonlinearities can be an indicator of poor bonding at the seam, but otherwise are

of no consequence to the operation of the device at lower powers. Therefore, this section

exists to remark on experimental observation but is not relevant to the claims of this thesis.

Physics background.

A damped and driven Duffing oscillator is described by the ordinary differential equa-

tion

ẍ+ δẋ+ αx+ βx3 = γ cos(ωt), (7.2)
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where δ is the damping factor, α controls the linear stiffness, and γ and ω are the am-

plitude and frequency of the driving force. The so-called Duffing term βx3 controls the

amount of nonlinearity in the restoring force. Notice that when β = 0, we have the damped

and driven simple harmonic oscillator with linear frequency response. In general, the fre-

quency response solution of the Duffing oscillator takes the form (Jordan, 2007)

[(
ω2 − α− 3

4
βz2

)2

+ (δω)2

]
z2 = γ2, (7.3)

where z is the amplitude of the steady-state solution x(t) at a given driving frequency ω.

In certain parameter ranges, the frequency response is not a single-valued function. When

β < 0, α > 0, the frequency response shifts and eventually overhangs downwards in

frequency, and this is called the “soft” regime of the Duffing oscillator. On the other hand,

when β > 0, α > 0, the frequency response shifts and eventually overhangs upwards in

frequency, and this is called the “hard” regime of the Duffing oscillator.

Previously, nonlinear dynamics, bifurcations and hysteresis were found and studied in

planar superconducting resonators (Abdo et al., 2006; Golosovsky, Snortland, and Beasley,

1995). These works studied thin film Nb/NbN resonators, and the resonance frequency

shifts down with increasing power, like that of a soft Duffing oscillator. Other works have

observed similar behavior and offer explanations involving weak links and thermal effects

(Chin et al., 1992; Cohen et al., 2002) or vorticies (Golosovsky, Snortland, and Beasley,

1995).

Soft Duffing nonlinearity at very high powers.

Figure 7.9 shows transmission amplitude and phase data from an indium-plated rect-

angular cavity with an H-plane seam (type (a) from figure 5.11, yseam ≈ 1). Plots of ampli-

tude and phase over a range of high powers are consistent with a soft Duffing nonlinearity

with a bifurcation beginning at a circulating power of n̄ ≈ 5× 106.
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FIGURE 7.9: Soft Duffing nonlinearity at high powers. This data is from a rectangular cavity with
an H-plane seam (type (a) from figure 5.11, yseam ≈ 1) machined in OFHC copper and electroplated
to thickness of 30 µm indium. We show amplitude and phase over a range of high powers. The
resonance fo = 9.531435 GHz, coupling Qc = 3.3 × 107. Low power Qint = 2.4 × 106, while a
nonlinearity takes over at higher powers, with bifurcation beginning at n̄ ≈ 5× 106.
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We can speculate on the source of this soft Duffing nonlinearity. The imperfect super-

conducting bond may include an ensemble of nonlinear elements, such as SIS junctions of

random transparencies and weak links, that act in parallel with the resonator. When heated

or driven past their various critical currents, their inductance contribution decreases and

this is observed by a change in resonance frequency that depends on circulating power

in the cavity. By this model, where the imperfect seam adds parallel inductance, we ex-

pect the resonance to shift to lower frequency with higher powers as the inductances are

shorted.

This is not a unique feature of indium cavities. Similar effects were also observed in

high-seam participation cavities with poorly bonded (merely clamped in contact) aluminum-

aluminum and niobium-aluminum seams (first three devices of table B.2). In these early

cavities, it was also observed that the resonance frequency was highly sensitive to changes

in external magnetic fields.

Hard Duffing-like nonlinearity.

Extreme power-dependent behavior was found in one experiment with high indium-

indium seam participation. An example of the anomalous behavior is shown in figure 7.10,

where we show a resonance of an indium micromachined cavity passing through a bifur-

cation regime. First, note that the transmission resonance has a total Q of 104, which is

unusually low. The resonance is found to increase in frequency by 1.2 MHz, first entering

a bifurcation regime and then returning to a nearly Lorentzian lineshape. This is one mode

of a multi-mode device akin to the one featured in chapter 8. It is identified with the mi-

cromachined cavity because of its frequency, but also note that several other unintended

modes exist in the device: there are modes at 4.73 and 5.76 GHz which behave in a similar

nonlinear fashion. In addition to possessing large yseam, it is suspected that these lower

frequency modes are also dielectrically loaded with silicon.

We would like to estimate the circulating power in the mode during this phenomenon

using equation 5.65. We can do so if we assume that the coupling is accurately described
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FIGURE 7.10: Anomalous power dependence of indium 3D cavity. This is a transmission reso-
nance with f0 = 9.26252 GHz, and Qtot = 104 at low powers. It was found in a failed multi-mode
MMIQC device of the type featured in chapter 8, along with several extra modes of similar behav-
ior. Since there is uncertainty in Qint and Qc for this mode, we leave the scale in Pin at the cavity
port. Successive traces are offset by +2 dB.

by our HFSS simulation, in which κµ/κr = 10−6. However, this is not likely to be accurate

because the mode’s totalQ is lower than expected and there also may be unintended chan-

nels of coupling. If we do make this assumption, however, we expect n̄ ≈2300 at injected

power -86 dBm, at the onset of the nonlinearity.

It would seem that this is an example of a hard Duffing nonlinearity. As in the case

described above, we speculate that the imperfect superconducting bond may include an

ensemble of nonlinear elements, such as SIS junctions and weak links, this time acting in

series with the resonator, adding inductance. When heated or driven past their various

critical currents, their inductance contribution decreases and this is observed by a shift to

higher frequency with higher powers. Unlike the previous case, the bifurcation here is only

for a narrow power range. It could be that in high power ranges all of the superconducting

weak links that are providing the nonlinearity become shorted, leaving us with a new

linear resonator of higher frequency and only slightly reduced Q.
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7.6 Temperature dependence of 3D indium microwave resonator

Resonator performance may be affected by the surface impedance of the superconduc-

tor itself (Zmuidzinas, 2012). The effect can be assessed by observing changes in the res-

onator’s center frequency and internal quality factor as a function of temperature. In this

section, we will briefly describe this effect and show temperature sweep data from cav-

ity resonators made of indium. First, Tc can be readily identified from a microwave res-

onator’s frequency shift near the transition. The behavior also indicates the kinetic induc-

tance ratio, which we call pcond, and the penetration depth.

Physics background.

As discussed in section 5.2.3 on conductor losses, superconducting resonators can be

sensitive probes of the complex surface impedanceZS = RS+jδXS . We write a differential

surface reactance δXS because an exact volume is not accessible. The relation we observe

is
1

qcond
+ 2j

δf

f
=
pcond

ωµ0λ
(RS + jδXS) . (7.4)

Note the presence of the conductor participation ratio (or kinetic inductance fraction, de-

noted elsewhere α), pcond, which is geometry-dependent, and the penetration depth, λ,

which is material dependent only but changes as a function of temperature along with the

superconducting energy gap. We will look at the change in quality factor and frequency

separately, and expect

δf

f
=

f(T )− f(0)

f(0)
= −pcond

2

XS(T )−XS(0)

XS(0)
= −pcond

2

δλ

λ
, (7.5)

δ
1

qcond
=

1

qcond(T )
− 1

qcond(0)
= pcond

RS(T )−RS(0)

XS(0)
. (7.6)

Note that the frequency change depends only on the change in surface reactance, which ef-

fectively shortens the penetration depth at increasing temperatures. The change in quality

factor arises from a chance in surface resistance.
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The superconductor’s surface impedance is related to the normal state surface impedance

Zn = Rn + jXn as

ZS ∝ Zn × (σ1 + jσ2)ν , (7.7)

where σ1 and σ2 are dimensionless conductivities of Mattis-Bardeen theory (Mattis and

Bardeen, 1958). In the superconducting state, the surface reactance is much larger than the

resistance: σ2 � σ1, and (Tinkham, 1996)

RS ∝ Rnσ1σ
ν−1
2 (7.8)

XS ∝ Rnσ
ν
2 . (7.9)

The exponent ν indicates whether the superconductor behaves in the clean (or London)

limit, for which the mean free path is greater than the coherence length and ν = −1/3, or

the dirty (or Pippard) limit, for which the mean free path is much less than the coherence

length and ν = −1/2 (Nam, 1967b; Nam, 1967a). The penetration depth is defined as

λ =
XS

ωµ0
, (7.10)

and the surface conductor quality factor is qcond ≈ σ2/σ1.

BCS theory predicts a universal form for the energy gap ∆ versus reduced temperature,

t̄ = T/Tc: (Tinkham, 1996–section 3.6.2)

1

N(0)V
=

∫ h̄ωD

0

tanh
(

h̄
kB t̄

√
ξ2 + ∆2

)

√
ξ2 + ∆2

dξ, (7.11)

Where ωD = ΘDkB/h̄ is the Debye frequency,N(0) is the density of states at the Fermi level

and V is the BCS interaction strength. The values for indium and aluminum are included

in table B.1. This describes the characteristic shape for the gap rolling off to 0 at t̄ = 1.

We numerically solve it to tabulate a table of values for ∆(t̄) and use it in the numerical
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FIGURE 7.11: Fitting temperature dependence to BCS theory. (a) The frequency of an indium
cavity resonator (f0 = 9.738 GHz) was tracked from 15 mK across the superconducting transition
temperature at approximately 3.4 K. (b) The frequency shift of the resonator is proportional to the
surface reactance of the superconductor (equation 7.5). Using the BCS integrals allows independent
determination of Tc and pcond. (c) Internal quality factor versus temperature. The shape of the roll-
off is described by the rise in surface resistance – see figure 7.12.

integration of the Mattis-Bardeen expressions for AC conductivities σ1, σ2, following the

procedure of (Reagor et al., 2013; Reagor, 2015) but replacing ωD and N(0)V for indium.

See Reagor, 2015–section 5.1.5 for details and prior measurements of 3D resonators made

of aluminum and measured in our lab.

Measurement and discussion.

We show temperature dependence of a 3D rectangular resonator with indium walls

in figure 7.11. The central frequency shifts by a maximum of 23 parts per billion from one

side of the superconducting transition to the other. The frequency should reach a minimum

value at Tc, where h̄ω = 2∆ and resonant Cooper-pair breaking occurs, then stabilize as

a normal state surface impedance is reached. While our data points have not captured

this narrow pair-breaking regime exactly, there is a clear transition near the expected Tc,

so we apply the discussed fitting method. The best fit results in pcond = α = 4.5 × 10−5

and Tc = 3.46 K. The accepted value for indium’s Tc is 3.4 K, so something may be amiss
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FIGURE 7.12: Fitted surface impedance of indium resonator. (a) We plot the real (red) and imag-
inary (blue) parts of the surface impedance resulting from numerical integration of the Mattis-
Bardeen conductivities using a table of values for the gap of indium ∆(t̄) and fitting to our res-
onator’s frequency response data. Increasing temperature brings a rise in surface resistance (real
conductivity σ1). (b) Plotting the change in inverse quality factor versusRS/XS(0) ideally results in
a line with slope pcond (equation 7.6). The solid red line fit yields pcond = 4.5× 10−5, corresponding
to λ = 23 nm.

in thermalization of the resonator or density of data points in the region near Tc. The

corresponding penetration depth is λ = 23 nm. Dheer, 1961 reports 46 nm, measured at

3 GHz.

We look more closely at the results of the fit by examining the the surface reactance and

surface resistance versus temperature in figure 7.12. We fit to the conductivities and show

the components of surface impedance as they relate with equation 7.8-7.9; the data best

agreeing with the Pippard limit of a dirty superconductor with ν = −1/2, as is also the

case with bulk high-purity aluminum measured in our lab. The change in inverse quality

factor versus δRS/XS(0) results in a line with slope pcond vis-à-vis equation 7.6 with good

agreement.

The temperature-sweeping procedure for gathering such data is easily employed in

a dry-cycle dilution refrigerator only up to about 1.5 K. This is sufficient to investigate

aluminum resonators, for which Tc ≈ 1.2 K. Temperature control is achieved by resistive

heaters and automated PID control, but this is not possible at temperatures above about
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1.5 K because the helium mixture becomes unstable and begins to evaporate, creating a

thermal link that rapidly warms the baseplate. To collect well-thermalized data points be-

tween 3 and 4 K, a different strategy is necessary. It involves warming to just above 4 K

and then recondensing with a small amount of helium present in the precool circuit. In

the condensation step of a usual cooldown, the precool circuit is emptied and condensa-

tion occurs quickly, but in this case the small additional thermal link slows the cooling to

allow better thermalization of the indium cavity under test. In this data set, the cooling

rate between 4 and 1.5 K was -1.9 mK per second. Downward swept points in this range

are combined with upward swept points from 15 mK to 1.8 K for the graph and fit. The

fact that the warming and cooling sweeps mostly overlap in the coinciding temperature

range is encouraging evidence for sufficient thermalization. However, we must be slightly

suspicious of this fit to BCS theory, as it yields a Tc that is 50 mK greater than the accepted

value of 3.41 K. In the next section, we find Tc with a DC measurement.

7.7 DC resistivity of indium versus temperature

We just saw that Tc can be identified from a microwave resonator’s frequency shift near the

transition. A second (and simple) way to measure Tc is to simply observe the DC resistance

of a wire as the temperature is brought across the transition.

Physics background.

Thanks to its low Debye temperature, the resistance versus temperature curve of pure

indium has very good sensitivity down to Tc. Because of this, long thin indium wires have

been used to make low temperature resistance thermometers appropriate for 3.4 < T <

300 K (Logvinenko, Mikhina, and Mende, 1984). Precisely at Tc, the resistivity abruptly

drops to 0 as the metal enters a superconducting state.

Along with identifying Tc, the temperature dependence of the resistivity can reveal ad-

ditional properties of the metal, chiefly whether it contains significant impurities. Above
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the Debye temperature, resistivity is dominated by electron-phonon scattering, which scales

linearly with temperature. At very low temperatures, but above the superconducting tran-

sition, resistivity is dominated by electron-defect scattering, which is temperature inde-

pendent. Therefore, if defects are present, the residual resistivity ratio defined as RRR =

ρ(273 K)/ρ(Tc + ε) is an indicator for purity of a metal. There is also an intermediate re-

gion around T ≈ ΘD/3, where resistivity has contributions from both phonon and defect

scattering; and in this region resistivity follows approximately ρ ∼ T 5.

Measurement and discussion.

I measured DC resistance of a long thin indium wire versus temperature using a Dy-

nacool PPMS (Physical Property Measurement System). The test device was a 20 µm wide

wire totaling 205 mm long that meanders to fit on a 6×6 mm chip of sapphire. It was

fabricated by optical lithography and electroplating of indium (appendix A); the wire con-

sisting of ∼1 µm indium atop ∼150 nm copper. The accepted values for room temeprature

bulk resistivity of indium and copper are 8.4× 10−8 and 1.7× 10−8 Ωm respectively. From

the dimensions of our wire, the expected room temperature resistance is 860 Ω in the in-

dium layer and 1200 Ω in the copper layer, adding in parallel to 500 Ω. Resistance data

were collected in a four-point-probe setup, wherein a current is applied and the voltage

is measured to provide R = V/I . This method nullifies contributions from contact resis-

tances at the probe (wirebonds) or between the copper and indium transition at this pad.

The device and data are shown in figure 7.13. We observe the a superconducting tran-

sition between 2.80 - 2.95 K. The data shown include cooling (lefthand step at 2.80 K)

and heating (righthand step at 2.95 K). Above the superconducting transition but below

10 K, we see that the resistance is dominated by electron-defect scattering. The sample has

RRR = 70. In order to separate the contribution of both the copper and indium layers to

this residual resistivity, we need to do another measurement of only copper.

The accepted Tc for indium is 3.4 K, and the fact that we observe a clear transition at

2.9 K may indicate impurity in our material. A previous study (Bruynseraede et al., 1971)
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FIGURE 7.13: Indium wire resistance versus temperature. The device is a 205 mmm long wire
consisting of ∼1 µm indium atop ∼150 nm copper. Voltage was measured in a four-point-probe
configuration with excitation current 10 µA. Here, one set of resistance data are plotted in three
different scales. From 10 to 1.8 K, the data were collected in 40 mK steps with software controlled
feedback designed to prevent overshooting of temperature setpoints in both cooling and warming
sweeps. The discrepency between steps, however, is evidence of imperfect thermalization of the
sample. Tc = 2.9± 0.1 K.

on electroplated indium attributed reduced Tc to organic contaminants present in the metal

that originated from the electroplating bath. This study found transition temperatures of

2.4 K for metal plated from an indium floroborate bath and and 3.3K for metal plated from

an indium sulfate plating bath. Our indium is plated from an indium sulfamate plating

bath (see appendix A).

7.8 Conclusion

In summary, we began this chapter discussing wafer bonding, including the use of indium

bumps. We have fabricated indium bumps using a masked electroplating process in the

lab, but their application around the perimeter of micromachined cavities did not improve

quality factors over the cavities bonded with full-coverage indium. Wafer bonding with

indium has some mechanical considerations that we have discussed with the aid of the



Chapter 7. Superconducting wafer bonding with indium 162

literature and our own simple observations of deformation and shear. Essentially, the ex-

treme malleability of indium across a wide temperature range makes it an ideal candidate

as a bonding material in 3D integration for cryogenic applications.

Next, we looked closely at microwave resonators made of indium. First, we used

bonded stripline resonators as a test-bed to establish a bound on indium bond conduc-

tance of gseam ≥ 1010 /Ωcm. Then, we found that varying the circulating power in a 3D

resonator reveals a plateau consistent with TLS saturation in a thin dielectric layer ( nm

oxide) at losses very similar to those found in aluminum 3D resonators. Then, we com-

mented on power-dependent bifurcation regimes that present themselves in resonators

with H-seam construction (high yseam). This sort of power dependence is not unique to

indium, as similar behavior is found in 3D aluminum cavities with H-seam construction

(however, it may not appear as dramatically because of the wider linewidth).

We then examined the surface impedance of indium by observing the change in fre-

quency and quality factor with respect to temperature, successfully fitting to BCS theory

in the dirty limit to find a penetration depth of 23 nm, which is roughly half the value

reported in the literature. This microwave measurement also yielded a value for indium’s

critical temperature of 3.46 K. Tracking the DC resistance of a long indium wire through

the superconducting transition, however, revealed Tc = 2.9± 0.1 K.

Having concluded this assessment of indium’s suitability as a superconductor and

bonding material, the next chapter returns to cQED.
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Transmons in the MMIQC

This chapter concerns the integration of qubits with micromachined cavities. To begin,

we explain why this is not a trivial matter of replicating the common methods in either

existing planar or 3D cQED circuits. We then show the design, fabrication, and character-

ization of a quantum device containing a transmon qubit coupled to a superconducting

micromachined cavity for the first time. Before concluding, we touch on two reasonable

modifications to devices of this kind.

8.1 Coupling challenge

Coupling between a resonator and a qubit occurs via shared electric and magnetic fields

of their respective modes. However, there is an orientation challenge to address in order

to produce strong coupling of qubits to micromachined cavities. In planar circuits, qubits

coupled to the metal of a transmission line resonator capacitively and/or inductively. In

traditionally machined 3D cavities, the qubit electrodes form a dipole antenna – it is fabri-

cated on a separate chip and then inserted into the cavity to align with the cavity fields. We

have discussed these schemes in chapter 3, and they are diagrammed in figure 8.1(a)-(b).

It would be impractical to use the same scheme for coupling qubits to micromachined cav-

ities because of the extreme aspect ratio imposed by the wafer height. While it is certainly

163
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(b) (c)(a)

FIGURE 8.1: Transmon coupling orientations. Illustrations of dipole coupling in cQED. Electric
dipole moment orientations for typical transmons are fabricated to align with (a) the electric field
of a planar transmission line resonator or (b) the electric field of an encapsulating 3D cavity. Blue
arrows show electric field lines of the each resonator’s fundamental mode, and red arrows show
electric field lines of the transmon mode. (c) The aperture transmon fields couple to the fundamen-
tal mode of the micromachined cavity. For clarity, the diagram shows an exploded cross-sectional
view of two substrate wafers, and it is not to scale.

possible to follow the same strategy as larger 3D cavities, it would require precise assem-

bly of small components and/or non-standard lithography methods, so we would like to

avoid these complications. Instead, we desire to achieve the same coupling while limiting

ourselves to planar fabrication and wafer stacking. It is possible to pattern electrodes on

one of the cavity walls such that the electromagnetic fields couple to those of the cavity, as

suggested by figure 8.1(c).

8.2 The aperture transmon

The coupling of an to a resonator using fields that are out of the plane of transmon fabrica-

tion (Minev et al., 2016a) is described in the context of two separate experiments in Minev

et al., 2016b and Brecht et al., 2017. The design consists of an annular opening in the broad

wall of the cavity, creating a central electrode which is connected to the wall (ground-

plane) by one or more leads containing one or more Josephson junctions. For out-of-plane

coupling to occur, there must be significant capacitance between the central electrode and



Chapter 8. Transmons in the MMIQC 165

proximal metal of the opposite cavity wall. We have come to call this geometry an “aper-

ture transmon.” The mechanism can be understood by analyzing the overlap between the

electric fields of the transmon mode and those of the adjacent cavity mode(s), and also by

an equivalent circuit model.

Before moving on, we compare the aperture transmon to two other works. First,

the “concentric transmon” (Braumüller et al., 2016) consists of a circular electrode con-

nected by a two Josephson junctions to an annular outer electrode, backed by a contin-

uous groundplane on the flipside of the chip. This gradiometric (frequency-tunable by

flux-bias) transmon is lauded for its comparatively large magnetic dipole moment, which

could be used to establish site-selective Ẑ-coupling between neighboring qubits in an array

(Sandberg et al., 2016), while the superconducting back-plane reduces radiation loss and

cross-talk by cancellation with image-charges (Sandberg et al., 2013). Second, Rahamim

et al., 2017 reports on the out-of-plane coupling through a dielectric layer between a trans-

mon and a resonator in which a Josephson-junction (in the transmon) or a thin inductive

wire (in the resonator) separates a circular inner electrode and an annular outer electrode.

The transmon and resonator are aligned on opposite sides of a sapphire chip and accessed

by coaxial cables positioned normal to the chip on both sides, and operated in either re-

flection or transmission. The coupling is very strong (g/2π > 450 MHz) because of the

close proximity through dielectric of εr=10. The dielectric participation of both modes is

very large, and the qubit decay time T1 = 4 µs is likely Purcell limited. The advantage

advertised in this work is the simple non-contact out-of-plane coupling to external control

wiring, possibly extensible to larger 2D arrays.

8.2.1 Fields of the aperture transmon

Consider an aperture transmon design in which the opening in the metal has the shape of a

circle of radius ro and the inner electrode is disk of radius ri < ro. The circles are concentric

and the inner disk electrode is connected to the outer metal by a lead interrupted by a
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Josephson junction. To get a rough estimate of the coupling strength to expect, we can

approach the problem in a similar way to the derivation in section section 3.5. First, we

need to obtain an expression for the dipole moment of the annulus structure in terms of ri

and ro.

We start with an analytic approach to study the electrostatic field in two limiting cases.

Begin with a large conductor plane with an annular ring removed, and assume that a

voltage V0 is applied across the annulus. There will there be an electric field across the

gap as well as an electric field pattern out of the plane. The total field has quadrupole-like

fields which point in opposite directions on either side of the plane.

In the limiting case of an infinitely thin annulus ri ≈ ro (figure 8.2(a)) is treated by

Jackson, 1998–problem 3-12. The potential at any point in space round such an annulus is

given in cylindrical coordinates (thin annulus of radius r centered at ρ = 0 in an infinite

conducting sheet z = 0) by the integral expression

Φ(ρ, z) = rV0

∫ ∞

0
J1(kr)J0kρe

−kzdk. (8.1)

The field is that of two opposing dipoles of identical magnitude pointing out of the annular

plane in both directions:

|~p| = 4πεo
3

V0r
2. (8.2)

In the limit of no central island at all (ri = 0, (figure 8.2(b))), this is a circular aperture.

In the presence of an incident E-field, the field on the other side can be approximated as a

dipole with r3 dependence (equation 5.22),

|~p| = 2

3
εr3
oEo. (8.3)

As the radius of the inner island goes from 0 to ro, there must be some smooth corre-

spondence between the fields in these two limits. The actual system to which we want to
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FIGURE 8.2: Dipole fields of an annulus and aperture. Illustrations of electric field (red arrows)
corresponding to two limiting cases of the annular ring excised from a conducting sheet. (a) In
the limit of a narrow annulus with applied voltage V0, the field contains components of opposing
dipoles matching equation 8.2. (b) In the limit of a circular aperture, an incident field generates a
dipole matching equation 8.3.

apply this understanding is complicated by several effects. First is the presence of a nearby

conductor: The distance from the annulus island to the wall of the micromachined cavity

is on the same order as the annulus dimensions. Furthermore, the fields are affected by the

presence of the dielectric substrate. Finally, we have eventually chosen a shape that differs

from the circular annulus. In practice, an analytic expression for the fields or coupling

strength is difficult and not the best avenue for design.

If we now imagine inserting such a structure in the middle of the cavity, the contribu-

tion from the two identical opposing dipole moments (in +/- ŷ, the direction of the cavity

height) would cancel and the coupling would be nullified. When placed nearer to one

wall, the capacitance between the two conductors and the cavity wall creates an asymme-

try, leaving a net electric dipole moment in line with the cavity field. The presence of a

dielectric, i.e. the chip upon which the structure may be fabricated, can further enhance
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this asymmetry and therefore the coupling to cavity fields. Additionally, our intuition sug-

gests that coupling will be increased with reduced height of the cavity. We are therefore

encouraged that this structure is a strong candidate for pairing qubits with micromachined

cavities in the MMIQC vision. We will proceed in the next section with designing the struc-

ture directly on a wall of the cavity such that only one of the two opposing dipole moments

couples to the cavity field.

Note that, were it not for the cavity, such an electrode structure in a planar circuit would

be especially prone to radiation loss. The aperture transmon was in fact first inspired

by microwave patch antennae, which are intended to send and receive far-field radiation

signals. The dipole radiation description and accompanying far-field equations will not

directly apply in our case, however, because the opposite wall of the cavity is definitively

near-field. Patch antennae come in a variety of shapes and sizes, but we note especially the

annular slot antenna (Al-Zoubi, Yang, and Kishk, 2009; Sun et al., 2013) and a complemen-

tary structure: an annular ring microstrip antennae. We are not unaware of the existing

body of microwave engineering research, including analyses of optimum ring dimensions

aiming to maximize radiation efficiency and bandwidth of similar structures. For example,

Sun et al., 2013 contains some relevant discussions on designing TM01 and TM02 modes

of annular ring slot antennas backed with dielectric and air layers. Some patch antennae

are backed with micromachined cavities in order to enhance outward radiation efficiency

(Zheng et al., 1998).

We have discussed the electric field of the aperture transmon because it provides the

relevant imagery for understanding the coupling of the qubit and cavity in the chosen con-

figuration. Our strategy is to create overlap of electric field (charge differences, voltages),

and this is equivalent to a capacitive coupling. As shown in figure 8.3, the coupling is

strongest when the qubit is in the center of the chip, where the electric field of the cavity

is maximum. The dual strategy is to create overlap of magnetic field (moving charges,

currents), and this is described as an inductive coupling. From the graph, we conclude
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FIGURE 8.3: Coupling rate versus position on cavity wall. With the geometry of the cavity and
aperture transmon electrodes fixed, we plot the simulated (HFSS) resonant coupling rate g versus
lateral position of the transmon on the cavity wall. The coupling is strongest in the center of the
cavity (where the electric field is maximum) and becomes very small near the edges of the cavity,
which is evidence that this electrode geometry is targeted towards capacitive coupling, and that
any inductive coupling contribution is small.

that for a fixed aperture transmon electrode shape, the capacitive coupling depends on

the lateral position in the expected sinusoidal way. Furthermore, the inductive coupling is

very small in comparison, even near the walls of the cavity where the magnetic field is the

largest. This is reasonable because only a very small fraction of the total magnetic energy

is localized near the aperture transmon.

We can compare this situation to the coupling configurability in the aperture transmon

and whispering gallery resonator device (Minev et al., 2016b). In that device, it is pos-

sible to target either capacitive or inductive coupling with high efficiency. Furthermore,

the ring-shaped resonator has two orthogonal TEM modes nearby in frequency and with

mode structures that are similar only with a 90◦ rotation. The transmon can be posi-

tioned around the ring at an area of high electric field or an area of high magnetic field

with respect to either of the modes. Coupling strength to each mode is adjusted by the

aperture transmon’s placement around the ring and size of inner electrode and outer aper-

ture. Here, the magnetic coupling can make a large contribution to the total because it is

acceptable for the aperture to span a large fraction (∼90%) of the resonator’s width. In

the micromachined cavity, strong inductive coupling could conceivably be accomplished
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by creating a long aperture that spans a significant fraction of the cavity width or even

perimeter. However, this approach is problematic for reasons relating to both increased

seam loss (section 8.6.3) and radiation loss. Therefore, we keep it simple by using a cen-

tered aperture transmon and discussing capacitive coupling with a circuit model next.

8.2.2 Aperture transmon and cavity circuit model

Cp + CJ

LJ

Cg

CL

FIGURE 8.4: Aperture transmon and cavity circuit model. The red part of the circuit maps to the
central island of the aperture transmon geometry. Cg is the capacitance between the central island
and the opposite cavity wall. Cp is the capacitance across the annulus. The Josephson junction has
an inductance LJ and a small capacitance CJ .

Analogously to our exercises in section 3.5 for existing cQED hardware designs, a cir-

cuit picture elucidates the relationships between device geometry and coupling strengths.

As before, the 3D layout is straightforwardly mapped to a circuit like that of figure 3.8(a).

An equivalent circuit for the aperture transmon embedded in the cavity wall is drawn in

figure 8.4. A single Josephson junction connects the central island to the rest of the cavity

wall. It is accompanied by a junction capacitance (CJ ), which is small compared to the

other capacitors in the system: First, there is a capacitance across the open annulus be-

tween the island and the rest of the lower cavity wall (Cp). Second, there is a capacitance

across the gap between the island and the opposite wall of the cavity (Cg). Lastly, there

is capacitance C associated with the walls of the cavity, which combines with an effective

inductance L to create the LC-resonator characteristic of the cavity’s fundamental mode at

frequency ωµ = 1/
√
LC.
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We have the case of equation 3.43, which we re-write as

g

ω
=

√
1

2π3

(
2EJ
EC

) 1
4
√
Zc
Z0
βα1/2, (8.4)

where

β =
Cg

Cg + Cp + CJ
. (8.5)

Substituting the fine structure constant, we can write this as

g =
1

2
eω

√
Zc
π3h

(
2EJ
EC

)1/4

β. (8.6)

While this equation is more precise, we will now plot β and a corresponding g assum-

ing that the qubit is a simple two level system; using g = eV0β/h̄, where V0 =
√
h̄ωµ/2C

(equation 3.44). Voltage excitations in the cavity mode correspond to ones across the junc-

tion scaled by β, a capacitance ratio that determines a voltage division in the circuit. The

capacitances are modified by adjusting the geometry of the qubit electrodes as well as that

of the surrounding cavity geometry and any dielectric that is present, and adjusting the

location of the qubit on the cavity wall. We perform electrostatic simulations of the rel-

evant capacitances to investigate relationships to geometry. Some such relationships are

shown in figure 8.5. These trends are useful guides device design. However, we note that

our device will be in the transmon regime, where the reduced anharmonicity complicates

the otherwise simple Jaynes-Cummings model of equation 3.25. Instead, we will consider

equation 8.7 and perform Black Box Quantization to determine the target parameters.

8.3 Designing a two-cavity/one-qubit device

The purpose of the experiment is to demonstrate strong coupling between a single micro-

machined cavity and a single qubit embedded in its wall. As we have noted, the annular

structure has fields on both sides, and we intend to fabricate it directly on the wall of the
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FIGURE 8.5: Relationships of the capacitance ratio β (black) and coupling rate g (red) versus
three geometrical variations. These results were obtained using ANSYS Maxwell R© to model the
capacitance matrix of a set of three conductors while including the dielectric: 325 µm slab of silicon.
The capacitance ratio β = Cg/(Cg + Cp + CJ) is plotted in black and the coupling rate g is plotted
in red. (a) Coupling increases with reduced micromachined cavity height by way of increasing
gap capacitance Cg . (b) Coupling increases with smaller ri, but with weakening dependence as ri
becomes smaller than h. (c) Coupling increases with larger ro, and the relationship is linear when
ro > 1.5ri.

micromachined cavity. Therefore, the first experimental device design actually includes

two cavities – one placed on each side of the qubit. The second 3D cavity is added to

the other side of the qubit to provide microwave control of the system. This “readout”

cavity is traditionally machined and has pin-to-coax input/output ports as described in

section 6.3.1. The integration of the machined 3D cavity demonstrates the aperture trans-

mon’s bipartite coupling and provides a convenient way of connectorizing the device. The
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device also displays a hybrid multilayer construction, including silicon wafers and con-

ventionally machined metals united by indium bonding on flat surfaces. It is shown in

figure 8.6.

Our goal is to design a system in the the strong dispersive limit, where the frequency

detuning between each resonator and the qubit is much greater than the interaction rate

(|∆| � g) and the interaction rate is much greater than the decay rates of the qubit or cavity

(g � κq, κ). In this strong dispersive limit, we approximate the applicable Hamiltonian as

H

h̄
=

q,µ,r∑

i

ωia
†
iai −

q,µ,r∑

i 6=j
χija

†
iaia

†
jaj −

αq
2
a†2q a

2
q (8.7)

where the three modes are labeled q for the qubit, µ for the micromachined cavity and r

for the readout cavity. This Hamiltonian differs from equation 3.30 only in that we ignore

the anharmonicities of the non-qubit modes.

The shape and position of the aperture transmon affect properties of the system be-

tween which trade-offs arise. For example, the size of the inner island must be large

enough to create a measurable g by a significant capacitance contribution Cg. However,

if the inner island is too large, the anharmonicity EC is reduced, limiting speed of manipu-

lation pulses. The coupling between the qubit and the micromachined cavity, χqµ, and that

of the qubit and the readout cavity, χqr, are also adjusted by choice of heights of each cav-

ity and thickness of qubit substrate. We also consider how the transmon geometry affects

the surface participation ratios (see section 8.6.2).

Note that our chosen construction imposes a constraint on the cavity frequencies. As

is evident in figure 8.6(a), the readout cavity is dielectrically loaded by the qubit chip.

Also, the components must be sized such that the readout cavity completely surrounds

the transmon chip and intersects the cavity chip. Therefore, the readout cavity must be

significantly lower in frequency than the micromachined cavity. In designing multimode

cQED systems in practice, it is usually preferable to order frequencies such that the qubit
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FIGURE 8.6: Prototype MMIQC device. (a) Sketch of device. For clarity, the image shows an
exploded cross-sectional view that is not to scale. The annular structure has electric dipole moment
components in two opposing directions, both perpendicular to the plane of fabrication. Red arrows
show electric field lines of the transmon mode, and the transmon chip is shown semi-transparent.
(b) Photograph of the micromachined cavity chip (top), transmon chip (below), and readout cavity
(bottom). (c) False colored SEM image of the aperture transmon, with silicon in gray, aluminum in
purple, and indium in blue. An ‘X’ indicates the Josephson Junction position, interrupting a 50 µm
wide lead connecting the inner island to the remainder of the cavity wall.

is the lowest, followed by the long-lived memory cavity, followed by the readout cavity.

An experimenter might prefer this to avoid complications or loss from higher modes of

the over-coupled readout cavity, which we will cover in section 8.6.1. In our case, a junc-

tion inductance LJ is chosen such that the transmon frequency lies between those of the

readout and micromachined cavities: ωr < ωq < ωµ.

Finally, we impose that the qubit exist in the transmon regime to avoid coherence lim-

itations by charge noise (illustrated by figure 3.3). We require that EJ/EC > 50. Recall

from section 3.3 that EC = e2/2CΣ = −h̄αq, and EJ =
(

Φ0
2π

)2
/LJ . A range of junction

inductances between 4 and 8 nH is preferable for ease and reliability of fabrication. For the
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design featured in this chapter, the target anharmonicity αq = −EC = −204 MHz, and the

Josephson energy EJ/h = Φ2
0LJ/2πh = 39 GHz place the device well into the transmon

regime (EJ/EC = 193).

8.3.1 Simulation and black-box quantization analysis

We perform a full 3D electromagnetic simulation of the entire system using the finite el-

ement Maxwell equation solver HFSS, followed by black-box quantization analysis. The

simulation includes the Josephson junction as a linear inductance in parallel with a lumped

port. First, an eigenmode simulation solves for the steady-state resonances of the system.

Second, a driven modal simulation solves for the response of the system to a drive at the

qubit port. From this, we extract either Y (ω) or Z(ω) in a spectrum covering the three rel-

evant modes. The qubit geometry is parameterized and optimetrically varied to perform

many separate eigenmode and driven modal simulations.

Black-box quantization (BBQ, Nigg et al., 2012) is a phenomenological methodology

used to treat a Josephson junction in the presence of an environmental admittance. As

we covered in section 3.4.4, the junction is decomposed into its linear inductance and a

non-linear parallel inductance, and the phase of the junction is expanded to 4th order. All

Hamiltonian parameters can be extracted if we have access to the the admittance spectrum

Y (ω) (or impedance spectrum Z(ω) = 1/Y (ω)) of the system as seen from the junction

port. In fact, all that is needed is LJ , the resonances ωi, and the corresponding slopes

Y ′(ωi). The participation ratios of all the modes in the junction phase fluctuations can be

found with equation 3.32. The Hamiltonian is then numerically analyzed to produce the

dressed resonances, anharmonicities αi, and χij ‘s.
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8.3.2 Transmon geometry

With all of our design considerations in mind, we chose the following transmon geometry.

The shape of the aperture cut from the outer conductor is a cardiod described by

outer




x = r

2

(
2 cos t− cos 2t+ 1

2

)

y = r
2 (2 sin t− sin 2t)

, 0 ≤ t < 2π. (8.8)

The inner island is a piriform curve described by

inner island




x = b

(
1
2 − 2 sin t

)

y = b cos t (1 + sin t)
, 0 ≤ t < 2π. (8.9)

These shapes were chosen in order to easily parameterize simulation variations. They

are not necessarily the optimal shapes for maximizing coupling strengths and minimizing

surface losses. Nevertheless, these shapes produce a satisfactory design with parameter

choices r = 750 µm and b = 100 µm. This shape is seen in figure 8.6(c).

Earlier trials simply used circular apertures (with ro) and inner islands (with ri). The

cardioid/piriform shape was preferred in later iterations because simulations predict re-

duced surface dielectric participations, mainly affected by the length of the leads (see sec-

tion 8.6.2).

8.4 Fabrication

The device is fabricated as three separate parts that are finally bonded together. The pro-

cess for the transmon chip is outlined in table A.2. It begins with a 325 µm thick (100)-

orientation double-side-polished silicon wafer with resistivity ρ > 10 kΩcm. First, a gold

pattern is defined on what will be one of the cavity walls using optical lithography and

liftoff. The deposition is 10 nm of titanium followed by 100 nm of gold by e-beam evapo-

ration. Second, the qubit is fabricated by e-beam lithography and a double-angle shadow
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evaporation of an aluminum Josephson junction (section A.5), followed by liftoff. The

featured device of this chapter, e.g., contained a single Josephson junction of dimension

500 × 500 µm, which had a room temperature resistance of 4.35 kΩ. The outer region of

the aluminum qubit layer overlaps the gold to form a continuous ground plane. Third, the

aluminum is masked with photoresist and the gold pattern on the wafer is electroplated

with indium to a thickness of 10 µm. See details in figure 8.16 and a discussion of the

possible losses due to this ground plane transition in section 8.6.3.

The fabrication process for the micromachined cavity chip was described in section 6.2

and is outlined in table A.1. The readout cavity is machined in OFHC copper and elec-

troplated to a thickness of 30 µm by an external vendor. The surface indium thickness is

greater than that of the chip components in order to ensure complete coverage of the in-

terior corners of the cavity. The components are all flat indium surfaces, with no bump

patterning as explored in chapter 7.

The three components are bonded together between parallel plates of an Instron-5969

at 120◦C in two steps. The two chips are bonded together first with 1 kN, followed by

the bond of the readout cavity part to the cavity chip using 5 kN. These forces equate to 5

and 25 MPa over the indium contact area of 200 mm2. For each bond, the force is ramped

from 0 to the target over 1 minute and then held at the target for 5 minutes. Immediately

prior to bonding, indium oxide is etched away with a solution of 10% HCl for 5 minutes,

followed by DI water, acetone and methanol washing. However, the transmon chip is not

subjected to a pre-bond etch because the hydrochloric acid damages the aluminum. Once

the stack is bonded, a cover piece made of OFHC copper (not pictured in figure) protects

it (but does not clamp it) and allows mounting to a thermalization bracket.

Once assembled, pin-to-coax couplers are tuned to provide Qin = 430, 000 and Qout =

42, 000 to the readout cavity. The device is thermally anchored to the baseplate of a dilution

refrigerator reaching a base temperature of 15 mK. A cryoperm shield protects the device

from magnetic fields.
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8.5 Measurements

In this section, we will show successful cQED operation in this new hardware with mea-

surements of coherence times and interaction rates between each mode. The measure-

ments are performed in a setup diagrammed and explained in figure 8.7 and figure 8.8.

The results are summarized and compared to simulation in table 8.1. The remainder of this

section walks through how each of these parameters are measured. Much of this descrip-

tion is fairly standard cQED device characterization, with the exception of a few specialties

due to the fact that we have restricted ourselves to a single pair of input/output ports for

the three-mode system.

TABLE 8.1: Measured device parameters. The cross-Kerr interaction with the qubit mode is de-
noted χqi, and anharmonicity is αi. Simulated parameters are in italics, and all other parameters
are measured except the anharmonicities of the cavities, which are calculated by αi = χ2

qi/4αq
(Nigg et al., 2012).

Readout µ-Machined

Mode cavity Qubit cavity

Frequency (MHz) 6973.4 7351.4 9377.2

[simulated] 6945.1 7322.0 9258.0

αi/2π (MHz) -0.012 -209.8 -0.002

[simulated] -0.004 -204.3 -0.002

χqi/2π (MHz) -3.84 - -1.17

[simulated] -3.22 - -1.25

χri/2π (MHz) - - -0.020

[simulated] - - -0.004

T1 (µs) 1.0 6.4 34.3

TR2 (µs) - 9.5 -

T echo
2 (µs) - 11.7 -
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FIGURE 8.7: Transmon measurement chain: signal modulation/demodulation. We diagram the
measurement chain used in this chapter. It consists of an interferometric heterodyne detection, in
which a signal branch that passes through the readout cavity in transmission is compared against
a reference branch at room temperature. (a) Control and readout signals are created at room tem-
perature by IQ-modulation of RF generator tones with envelopes from channels of an arbitrary
waveform generator (AWG, Tektronix 5014C). The mixers are Marki IQ0618LXP, and the drawing
omits lines of AWG signal to the I and Q ports, but note that each of these also contain 10 dB
attenuation to achieve better resolution from the AWG’s DAC range. (b) The output signals of
the signal branch and reference branch are separately demodulated in hardware (using Marki M8-
0420MS double-balanced mixers – though image reject mixers may also be used here) to an IF of
50 MHz. The signal is then passed through a gain block (Stanford SR445A) and band-pass filtered
to 41-58 GHz. Then, ADC by an AlazarTech 9870 samples the two channels each at 1 gigasample
per second and functions as a 2 GB FIFO memory capable of asynchronous acquisition and data
transfer to computer RAM where it is processed real-time. In software, each measurement record
is demodulated by projecting the signal-(I ,Q) onto the reference-(I ,Q) to obtain a resulting (I ,Q)
for each record that is is then averaged over many experimental records to desired accuracy. Un-
shown: Each signal generator, the AWG, and the ADC card are all referenced to a common 10 MHz
rubidium atomic clock for frequency stability, and measurement repetitions are triggered with a
square wave to the AWG by a function generator that is also referenced to this clock.
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FIGURE 8.8: Transmon measurement chain: cryogenic portion. The signal branch of the previous
figure consists of the measurement chain inside the fridge diagrammed here. It resembles that of
figure 5.5, with a few additions to protect against noise that is known to effect qubit T2 (Geerlings,
2013). Namely, it is now standard to surround the experiment on both the input and output side
with “eccosorb” filters that absorb IR radiation1, and low pass filters from K&L Microwave that
reflect unwanted signal 12-26 GHz. The HEMT is from Low Noise Factory and provides ampilifca-
tion in 7-10 GHz.

1 The eccosorb filter consists of a short section of transmission line in which the dielectric is absorptive to
high frequency radiation. We make them in the lab using Emerson & Cuming CR-110, which has a roughly
linear attenuation versus frequency curve that becomes significant above 18 GHz and presumably continues
throughout the IR spectrum. This material is typically used for anti-reflective coatings in radar applications.
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8.5.1 Spectroscopy and pulse tune-up

The qubit state is detected by its dispersive effect on the readout cavity, as described in

section 3.4.2. The dispersive coupling rate of the qubit to the readout cavity is χqr/2π =

−3.84 MHz, corresponding to interaction strength g/2π = 38 MHz. The qubit mode is

found near the frequency expected by simulation by pulsed two-tone spectroscopy, in which

a pulse of variable (swept) frequency is sent to the cavity followed by a readout pulse on

the readout cavity resonance. Once the qubit is found in this way, the precise dispersive

readout frequency and power are optimized by maximizing the contrast with and without

an excitation pulse on the qubit.

Since there are no additional couplers to the micromachined cavity, dispersive read-

out is also the only way that the photon-state of the micromachined cavity is measured.

According to simulation, the coupling of the micromachined cavity to the pin couplers

is Qc = 2.3 × 107. 2 However, we do not observe the resonance in direct spectroscopy.

Instead, two-tone spectroscopy reveals a qubit-mediated dispersive shift of the readout

cavity when the micromachined cavity frequency is probed.

Once the qubit frequency is found, a Rabi oscillations can be performed. This ensures

that the resonance found in spectroscopy is actually a two-level system, and also allows

us to calibrate (or “tune up”) a π-pulse, which is needed before much else can be done

in the system. In a Rabi experiment, a resonant microwave tone is applied to the qubit

with either a fixed duration and variable power (called a power Rabi) or a fixed power and

variable duration (called a time Rabi). The resonant tone rotates the qubit around the X-

axis of the Bloch sphere by an amount proportional to the time or power applied. After the

pulse, the Z-projection measurement of the qubit gives a probability of the qubit being in

2This is calculated by an eigenmode HFSS simulation in which the only source of dissipation is the 50 Ω
external lines, as described later in section 8.6.1. Given the total quality factor of the micromachined cavity,
we might have expected to see a ∼ 1 dBm deep resonance dip for this resonator in hanger configuration
as described in section 5.3. However, our configuration is plainly not such that this resonator is in hanger
shunting the measurement transmission line to ground. Instead, it is filtered from the transmission line by the
machined readout cavity.
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the excited state: sin2 (τΩR/2), where τ is the amount of time the pulse is applied and ΩR

is the Rabi rate, which is directly proportional to the power of the pulse applied. To tune

up a π-pulse, we usually choose a length of time and a pulse shape (square, Gaussian,

etc.) and perform a power Rabi so that a π-rotation corresponds to a reasonable DAC

value and voltage generated at room temperature. Once a π-pulse is tuned up, we know

for instance that the same pulse shape at half of the amplitude will result in a π/2-pulse.

The pulse shape and length can be modified, along with appropriate change in amplitude,

such that the pulse occurs with greater or less spectral content (and thus selectivity to exact

frequency transitions).

8.5.2 Coherence times

Measurements of the qubit coherence times are shown in figure 8.9. The qubit relaxation

time is T1 = 6.4 µs, which is on the order of lifetimes of other 3D transmons recently

produced on similar silicon substrates with similar methods(Chu et al., 2016). 3 The qubit

dephasing time T2 is measured by monitoring the decay of Ramsey oscillations. We detune

our pulse generator from the qubit frequency by ∆ and apply two π
2 -pulses separated by a

variable delay. The detuning serves to effectively apply aZ-gate at a rate ∆. For reasonable

detunings ∆, the qubit state oscillates between having been rotated back to the original

state |g〉 and the excited state |e〉 as a function of the delay time. Qubit dephasing causes

the amplitude of this oscillation to decay exponentially. We find TR2 = 9.5 µs. Applying a

Hahn echo adds an additional π-pulse exactly in between the two π
2 -pulses, thus refocusing

some of the dephasing. The result is T echo
2 ≈ 1.8T1.

3 The highest coherence qubit made with aluminum lift-off on silicon without suspension in Chu et al., 2016
had T1 = 23 µs, and was subject to oxygen plasma ash (Glow Research AutoGlow barrel ashing chamber) after
e-beam resist development (100 W, 10 sec), and after final chip dicing and resist removal (100 W, 3 minutes).
The aperture transmon qubits of this chapter incorporated the brief post-development oxygen plasma ash but
not the final oxygen plasma ash because indium was not allowed in the ashing chamber.

The range of coherence times we have been producing in our lab is less than has been proven possible on
silicon substrate, as previous qubits made in aluminum on silicon have reached. For example, MIT-LL is now
consistently producing qubits on silicon with T1 ≈60 - 70 µs (Yoder et al., 2017). We suspect, but have not yet
confirmed, that the silicon wafers used in (Brecht et al., 2017; Chu et al., 2016) ( (100)-orientation, resistivity
ρ > 104 kΩcm from Crystec and SiliconQuest) were not of the lowest tan δ available.



Chapter 8. Transmons in the MMIQC 183

1.0

0 10 20 30 40
∆ t (µs)

0.5

1.0

0.5

1.0

0.5

P
e

P
e

P
e

R
O

∆t

π

R
O∆ t

2
∆ t
22

ππ
2
π

R
O

∆t 2
π

2
π

(a)

(b)

(c)

FIGURE 8.9: Qubit coherence times. (a) Qubit energy relaxation is fit to a single exponential (red
line) with T1 = 6.4 µs. Pe is the probability that the qubit is measured in the excited state. (b) Ram-
sey dephasing time TR2 = 9.5 µs, measured here using 400 kHz detuning from the qubit frequency.
(c) A Ramsey experiment with a Hahn echo sequence cancels some fluctuations in qubit frequency,
and we find T echo

2 = 11.7 µs, measured here using 300 kHz detuning from the qubit frequency.
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FIGURE 8.10: Micromachined cavity lifetime. Energy decay of the micromachined cavity is mea-
sured by applying a large displacement to this cavity, followed by a variable delay, followed by
a spectrally narrow selective π-rotation of the qubit conditioned on there being no photons in the
readout cavity (n = 0). A poissonian decay fit (red line) yields T1 = 34.7 µs. At 9.4 GHz, this decay
time corresponds to a quality factor of Q = 2 million.
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The micromachined cavity has a lifetime of 34.7 µs, which corresponds to a total quality

factor Q = 2 million at single-photon energies. We measure this by first loading the cavity

with many photons by a powerful displacement pulse, waiting a variable time, then ap-

plying a π-pulse on the qubit that is spectrally narrow to select on there being 0 photons

in the readout cavity. The result is described by a Poissonian decay as the cavity returns to

the n = 0 state and the selective π-pulse begins to actually excite the qubit (see figure 8.10).

The readout cavity has a lifetime of 1 µs, which is intentionally limited by over-coupling

to achieve fast readout. This is observed by the linewidth of the cavity resonance, as well

as the exponential “ring-down” after a cavity excitation of many photons.

8.5.3 Qubit anharmonicity and excited state population

The qubit anharmonicity, αq = ωge − ωef , is known once both of the transitions are found.

Finding the ωef transition is made easy by applying a π-pulse on the ωge transition before

sweeping a spectroscopy tone in the expected region. In this device, we find the ωge peak

with associated αq/2π = −210 MHz. There is also a two-photon transition ωgf/2 that can

be detected at some spectroscopy powers.

Once the second transition frequency is found, a Rabi experiment prepended by the

ωge π-pulse can be used to tune up a ωef π-pulse. This two-step Rabi experiment can be re-

peated with an without the initial ωge π-pulse and the resulting Rabi contrasts compared to

find the fraction of the population that is ambiently excited. Conducting this experiment,

we find that the thermal population of the qubit excited state is < 3%.

8.5.4 Demonstration of strong dispersive regime cQED

Next, we find interaction strengths sufficiently large in relation to the coherences by show-

casing some standard cQED operations. These measurements are shown in figure 8.11. In

spectroscopy, we observe both (a) resolved photon number splitting of the qubit and (b)

a qubit-state dependent shift of the micromachined cavity. In both cases, the peaks are
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FIGURE 8.11: Demonstration of strong dispersive cQED in the MMIQC. (a) We observe number
splitting of the qubit in spectroscopy after a calibrated displacement of the micromachined cav-
ity, resulting in a one-photon coherent state. The spacing between the peaks indicates χqµ/2π =
1.17 MHz. (b) The micromachined cavity is dispersively displaced by χqµ/2π = 1.17 MHz when
the qubit is in the excited state. We show the spectroscopy of a σ = 1 µs Gaussian cavity pulse fol-
lowed by dispersive readout with (red) and without (black) a prepended qubit π-pulse (σ = 500 ns
Gaussian). Note that over half the population decays during the cavity spectroscopy tone – a trade-
off with enhanced resolution of the two peaks.

separated by the dispersive coupling rate χqµ/2π = −1.17 MHz. If one assumes that g =
√
χqµ∆ at a detuning of (ωq−ωµ)/2π = −2.03 GHz, this corresponds to g/2π = −49 MHz.

Upon excitation of the cavity by a resonant pulse, a coherent state is created. A coherent

state |β〉 has photon number probabilities given by:

P (n, β) = e−|β|
2 |β|2n
n!

(8.10)

This explains the distribution of heights of the several peaks in the number-split qubit

spectrum: they correspond to the qubit resonance at photon number 0 at detuning 0 and

the shifted qubit resonance at photon numbers 1, 2, 3, ... found at increasing values of

negative detuning.

Likewise, the micromachined cavity resonance is dispersively shifted downward by

χqµ/2π when the qubit is excited (figure 8.11(b)). We show the cavity spectroscopy around

f = 9377.2 MHz of a Gaussian pulse with σ = 1 µs, followed by dispersive readout on the

readout cavity with (red) and without (black) a prepended qubit π-pulse (Gaussian with
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FIGURE 8.12: Micromachined cavity memory. In Ramsey interferometry following a displacement
of the micromachined (memory) cavity, we observe revivals of the qubit state occurring at integer
multiples of 2π/χqµ = 0.855 µs. In this case, the displacement is a n = 3 coherent state. We repeat
the previously done experiment (Vlastakis et al., 2013).

σ = 500 ns). Here, we show that the dispersive shift can be clearly resolved if a spectrally

narrow cavity spectroscopy tone is used, but at the expense of ∼ 70% population decay

that occurs during this pulse.

As one simple demonstration of the micromachined cavity’s utility as a quantum mem-

ory, we perform Ramsey interferometry following a displacement denoted D3 that ini-

tializes the micromachined cavity to a coherent state with an average of 3 photons. See

figure 8.12. We prepare the initial state |β〉µ ⊗ {|g〉 + |e〉}, which precesses according to

eiχqµta
†a|e〉〈e| (Vlastakis et al., 2013). Qubit state revivals occur at time intervals 2π/χqµ,

consistent with our spectroscopic measurements of χqµ. One can imagine Bloch vector

components for each photon number precessing at different rates nχqµ, with the Ramsey

pulses causing them to refocus at a time interval that is independent of the size or number

distribution of the initial displacement.

8.5.5 Determination of cross-Kerr

A final measurable parameter is the cross-Kerr interaction between the two cavities. The

cavity cross-Kerr χrµ is measured by relative comparison of χqr and χrµ measured by ap-

plying a tone near the readout cavity (Leghtas et al., 2015). The procedure is illustrated by

figure 8.13. A microwave pulse detuned 3 MHz above the readout cavity induces a Stark
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FIGURE 8.13: Measurement of cavity-cavity cross-Kerr. A tone detuned 3 MHz above the readout
cavity induces a Stark shift that affects both the qubit and micromachined cavity frequencies. (a)
shows a spectral diagram (not to scale), and (b) shows the pulse sequence, where the power of the
Stark-shifting tone is varied. The ratio of the slopes χqr/χrµ in (c) is used to determine χrµ.

shift, which precedes single-side-band spectroscopy of both the qubit and micromachined

cavity peaks. Both shift downward in frequency with increasing power of the Stark pulse.

The slopes of this response are proportional to χqr and χrµ respectively:

(δfq/δPstark,r)

(δfµ/δPstark,r)
=
χqr
χrµ

. (8.11)

We independently determine χqr = −3.84 MHz by readout cavity spectroscopy with and

without a preceding qubit π-pulse. Finally, we find cross-Kerr χrµ/2π = −20 kHz, com-

pared to a simulated value of −4.4 kHz.

8.6 Discussion of loss mechanisms

8.6.1 The Purcell effect

The Purcell effect refers to the modification of the spontaneous emission rate of an atom

(or any quantum emitter) in the presence of a resonant cavity. An atom may only emit a

photon into an available state of its environment. When the environment of the atom is a
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cavity resonator, the density of states available for photon emission is narrowed to the cav-

ity resonances. This greatly enhances the strength of near-resonance QED interactions, and

suppresses off-resonant ones. This effect was discovered by Edward Purcell in the 1940s

(Purcell, Torrey, and Pound, 1946), who was studying the decay rate of nuclear magnetic

moments.

The Purcell effect has important consequences in cQED circuits. On the one hand,

qubits housed in detuned high-quality resonators experience lifetime enhancement. On

the other hand, qubit lifetime may be spoiled by a lossy mode nearby in frequency. We

are interested in determining if our qubit mode is being limited by a lossy cavity mode. In

the dispersive regime, we can approximate that the participation of the hybridized qubit

mode in the cavity mode is (g/∆)2 (recall equation 3.29). The decay rate that the qubit

inherits from the cavity is therefore (g/∆)2κ. In this device, we might worry about the

over-coupled readout cavity lowering qubit lifetime. According to this approximation, we

have a limit T q1 ≤ 2.8 ms, which is quite safe thanks to the large detuning.

However, this approximation is imperfect in practice. For instance, the Purcell effect is

not typically symmetric in ∆, being more pronounced when the qubit frequency is above

the cavity frequency (Houck et al., 2008). The asymmetry is in part due to the contribution

of higher modes of the lossy cavity. This is the reason it is typically preferable to place the

readout cavity (a low-Qmode) below the qubit in frequency. The next mode of the readout

cavity is at 10.72 GHz (TE102) The next highest mode is at 15.91 GHz (TE201).

We can use HFSS to predict Purcell loss rates with reasonable accuracy. The method is

simple: the physical coupling ports are included (in this case, consisting of pins in under-

cutoff waveguides) along with lumped 50 Ω resistors representing the coaxial lines. An

eigenmode simulation is performed to determine the Qs of the modes. If necessary, the

pin length is adjusted such that the readout cavity Q matches the measured one. The Q

of the qubit mode is then the Purcell limit, as the only source of loss in the system is the

damping of the readout cavity by the 50 Ω ports.
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We have verified that qubit and micromachined cavity lifetimes are not limited by the

Purcell effect due to the over-coupled readout cavity. We simulated that the upper bounds

to the qubit and micromachined cavity lifetimes due to this effect are 200 and 500 µs respec-

tively. In design, the Purcell limit of the micromachined cavity is mitigated by minimizing

the area of the annular opening created by the aperture transmon between cavities.

8.6.2 Surface Losses

Also present here are surface dielectric and conductor loss mechanisms that are broadly

studied in superconducting circuits. Earlier, we placed a sufficiently high bound on the

quality of indium qcond > 3×103) that it is unimportant in this device. Instead, the lifetime

of the qubit mode is likely limited by dielectric loss. We apply theory of participation

ratios discussed in section 5.2.4 to the qubit mode, as in Wang et al., 2015; Chu et al., 2016.

The two-step simulation method described in Wang et al., 2015 was performed on several

representative design variations. In order to extract participation ratios for comparison to

other designs, we assume that the surface losses occur in layers of thickness 3 nm and that

the layers have a dielectric constant of εr = 10.

The particular shapes of the electrodes in figure 8.6(c) are designed to reduce dielectric

loss near the surfaces. The aperture transmon has smooth edges that are easily param-

eterized for optimization that includes consideration of surface participation ratios. For

the chosen geometry, the simulated metal-substrate surface participation is 6.08 × 10−4,

substrate-air participation is 3.24× 10−4, and metal-air participation is 3.56× 10−5. These

numbers are most similar to the “C” (a.k.a. “gap-mon”) devices measured on silicon in

Chu et al., 2016. All three types of surface participation are reduced by shortening the

length of the thin leads connecting the Junction to the inner island and outer conductor.

Additionally, rounding the edges eliminates areas of high field concentration that would

localize around sharp corners in a circular annulus.



Chapter 8. Transmons in the MMIQC 190

8.6.3 Seam Losses

We have discussed in section 5.2.5 that all quantum circuits are subject to sources of loss

associated with packaging and assembly that become more severe as complexity increases.

Loss occurs at seams where there is finite conductance, gseam, and non-zero admittance to

surface currents, yiseam, which may limit a mode i’s coherence time to T1 = gseam/y
i
seamωi.

In a multilayer architecture, these seams are present in the bonds between layers and in-

terfaces between different materials.

In this device, there are two types of seams that contribute to loss. The first consists

of In/In bonds around the perimeter of the cavities. Using simulated surface currents,

we calculate the admittance in the micromachined cavity mode to be yµIn/In = 16.0 /Ωm.

For the qubit mode, yqIn/In = 0.02 /Ωm, which is smaller because the surface currents are

localized away from the In/In bond. If it is assumed that the In/In bond is the only source

of loss, and the conductance is gIn/In ≈ 108 /Ωm (based on similar devices in chapter 5), it

would limit the micromachined cavity to lifetime 100 µs.

The second type of seam is a Al/Au/In transition in a 3×3 mm square shape around the

Al aperture transmon region. The conductance of this seam, gIn/Au/Al, was determined by

an independent series of measurements using stripline resonators (similar to those of sec-

tion 7.4) detailed in figure 8.14. In this experiment, we measured quality factors of stripline

resonators in which the seam in question is the dominant loss mechanism. Microstrip res-

onators were fabricated on sapphire substrate with the same series of fabrication steps

described for the transmon wafer. The resonator chips were loaded in a multiplexed ver-

sion of the coaxial stripline package shown in figure 8.14(e) and measured at 15 mK. The

measured internal quality factors of these resonators are plotted against seam admittance

in figure 8.14(d). The blue line is the best fit of the data to Qi = gseam/yseam using linear

least-squares regression in the log-log domain, which yields gseam = (4.2+0.6
−0.5) × 105 /Ωm.

We expect that improvement is possible using cleaning methods, the exploration of which

can be the subject of future study.
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An important design choice is the location and participation of the seams - including

the interfaces between different layers on the transmon chip, and the two different indium

bonds by which the device is integrated. Several possible paths for the seam near the trans-

mon are drawn as white dotted lines in figure 8.15. The corresponding seam admittances

for both the qubit and cavity modes are numerically calculated in table 8.2. The table also

lists limits on qubit and cavity lifetimes assuming the independently measured conduc-

tance. We conclude that this seam may limit the lifetime of the qubit or the cavity if it is

not placed with intention to minimize its admittance. The path used for the actual device

is the 3×3 mm square.
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FIGURE 8.14: Metal contact seam stripline resonators. Stripline resonators were used to measure
the conductance of the seam in question. (a) Each device is a rectangular strip of conductor with
transitions from Al (purple) to In (blue) that resemble those of the device featured in the main
text as closely as possible. Devices were made with various numbers of transitions, and varying
lengths to produce fundamental half-wave modes in the 7-8 GHz range. (b) Optical microscope
image of and end of one device. Three transition regions are visible. False coloring is applied for
clarity. (c) Optical microscope image showing an intermediate fabrication step, which is featured
in cross section in figure 8.16. False coloring is applied for clarity. (d) Measured internal quality
factors of the several devices of varying seam admittances. The blue line is the best fit of the
data to Qi = gseam/yseam using linear least-squares regression in the log-log domain, which yields
gseam = (4.2+0.6

−0.5) × 105 /Ωm. (e) Each device is inserted into a tube-like coaxial stripline package
before measurement at 15 mK. (Figure used with permission from Axline et al., 2016. See Copyright
Permissions.)
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FIGURE 8.15: Possible seam paths. White dotted lines show seam paths that were considered
for the In/Au/Al transition. The electrode geometry (black lines) is fabricated in Al (purple) on
Si (grey), defined by curves following equation 8.9 and equation 8.8 with r = 750 µm and b =
100 µm. The purple area inside the white dotted line is Al evaporated in a double-angle fashion
simultaneous to the Josephson-junction. The purple area outside the white dotted line is In, and
extends to form one wall of the micromachined cavity. The corresponding seam admittances for
both the qubit and cavity modes are numerically calculated in table 8.2.

TABLE 8.2: Limits on qubit and storage cavity lifetimes derived from seam admittances. The
qubit mode yseam values are found from HFSS simulation of the design featured here. Storage mode
yseam is calculated analytically by integrating surface currents of rectangular cavity’s TE101 mode,
and agrees with simulation. The inferred lifetime limits are T q,µ1 < gseam/yseamωq,µ, assuming
gAl/Au/In = 4.2×105 /Ωm, and using ωq/2π = 7.3 GHz, and ωµ/2π = 9.25 GHz. *The last line com-
putes limits imposed by the indium-to-indium bond around the perimeter of the micromachined
cavity using gIn/In = 1× 108 /Ωm.

yqseam yµseam max T q1 max Tµ1
seam (/Ωm) (/Ωm) (µs) (µs)

In/Au/Al circle, r=1.00 mm 7.955 0.0114 1.1 640

In/Au/Al circle, r=1.25 mm 1.565 0.0467 5.8 160

In/Au/Al circle, r=1.75 mm 0.382 0.161 24 57

In/Au/Al square, 3×3 mm 0.524 0.172 17 42

In/Au/Al square, 4×4 mm 0.187 0.398 49 18

In/Au/Al square, 5×5 mm 0.096 0.756 96 9.6

In/In, cavity perimeter* 0.0239 15.96 91000 108
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FIGURE 8.16: Conceptual drawings of the Al/Au/In seam region. The region is shown in cross-
section during two intermediate fabrication steps (top) and the final product (bottom). The drawing
portrays the rugged surface of the indium (blue). Note that the In overlaps the Al such that Au is
not seen when imaged from above, as in figure 8.6(c). Nevertheless, current transiting this seam
must pass from superconducting In through 100 µm normal Au to superconducting Al.

Now we take a closer look at the seam in question. Figure 8.16 shows the seam region

in cross-section. Current transiting this seam must pass from superconducting In through

10 µm normal Au to superconducting Al. Any superconductor proximity effect is compli-

cated by the possibility of intermetallics on both interfaces, which we discuss next.

8.6.4 Conductance discussion

The presence of Au is certainly non-ideal. It exists in this process to serve as the con-

ducting layer onto which In is electroplated. Most other conductors are not suitable for

In electroplating because of either oxides or incompatible electronegativity. Cu is another

appropriate metal for In electroplating. However, we find that DC contact resistance and

surface adhesion for Cu/Al is lower than that of Au/Al (at least without experimenting
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with cleaning procedures before Al deposition). Therefore, Au is used as the electroplating

seed layer.

It is worth noting that Au is known to interact with the nearby metals in worrisome

ways. In particular, Au will form intermetallic compounds with both Al and In. AuxAly

intermetallics are known problems in microelectronics and wire-bonding. Two such leg-

endary intermetallics are “white plague” (Au5Al2), which has low conductivity, and “pur-

ple plague” (AuAl2), which leads to voids at the interface. Our process avoids the high

temperatures (> 624◦C) that produce these compounds, but it is possible that diffusion

takes place to form AuAl2 (occurring at > 400◦C, possibly occurring slowly at lower tem-

peratures), which is also a poor conductor.

Au also diffuses into In, forming the intermetallic AuIn2. This compound was used

in some Josephson circuits as a thin film resistor (Lahiri, 1977). This intermetallic is a

known problem in indium bump manufacturing methods that involve reflow of the in-

dium (Huang et al., 2010), and diffusion rates of have been measured (Huang et al., 2010;

Zhang and Ruythooren, 2008). Our process does not involve molten In. There is concern,

that any contaminants in the In, Au or other, can reduce its ductility, which has negative

consequences for the conductance of In bonds between layers.

Though evidence of these intermetallics has not been discovered in our samples, they

are considered cause for concern. Therefore, fabrication procedures that eliminate the Au

layer altogether are being explored for future use. In particular, we plan to deposit In via

thermal evaporation instead of electroplating, which eliminates the need for a conducting

seed layer. Alternatively, a thin Ti layer between Au and In is an effective diffusion barrier

at low temperature (Zhang and Ruythooren, 2008).

8.7 Outlook

Here we will mention two simple extensions to the device featured in this chapter. The

first is a way to increase χqµ by a modified electrode geometry and an additional step in
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fabrication. The second extension considers replacing the machined readout cavity with a

planar readout circuit on the layer above the aperture transmon. This was not attempted

as it requires small TSVs.

8.7.1 Increased coupling by etching

We have mentioned that the coupling rates between the qubit and both cavities are af-

fected by the thickness of qubit substrate. In particular, thinner substrate leads to greater

coupling between the qubit and micromachined cavity. However, a thinner qubit chip is

not advisable with our current bonding method because of fragility concerns. Instead, re-

moving bulk silicon in the vicinity of the aperture transmon was investigated. Beginning

with the 325 µm silicon wafer, we remove bulk silicon by nitride-masked KOH etch to

create 5 × 5 mm square pits that are 225 µm deep. We are left with 100 µm thick silicon

“windows” on which the aperture transmon can be fabricated opposite the pits.

With much of the bulk dielectric behind the aperture transmon removed, a different

electrode geometry is required to achieve a similar qubit frequency and capacitance ra-

tio β without compromising EJ/EC or requiring an impractically high LJ . For instance,

we considered an annular aperture transmon (concentric circles) with ri = 125 µm and

ro = 800 µm, which is very close in size to the altered shape of this chapter’s featured de-

vice. Simulated with the full 325 µm silicon wafer, its parameters (frequencies and χ’s are

also very similar to those of our featured device. Simulated with the 100 µm “window,”

however, maintaining the same qubit frequency (fq ≈ 7.3 GHz) requires an LJ of 7.75 nH,

which is feasible but on the high end of the preferred range, and χqµ = 2 MHz. Now con-

sider a larger annulus: ri = 150 µm and ro = 1400 µm. In this case, LJ ’s between 4.5 and

6.7 nH result in qubit frequencies between 8.3 and 7.2 (respectively) and χqµ’s between 20

and 4.6 MHz (respectively). The g’s range from 140 to 100 (respectively).

Such devices were fabricated but we did not successfully measure a qubit. We were
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able to create the “windows” and carry out all of the successive steps: creating the gold pat-

tern, fabricating the aperture transmon, and electroplating indium, and dicing the wafer.

The device was bonded and packaged, but upon cooldown there was no discernible qubit.

Only one device was attempted.

Another straightforward way to increase the coupling rate would be to reduce the

height of the cavity. In that case, the optimum shape would be smaller.

8.7.2 Planar readout resonator

In future designs, it is possible that the aperture qubit can be addressed using a microstrip

on the side of the wafer opposite to the micromachined cavity wall and qubit fabrication,

eliminating the machined readout cavity. A portion of this scheme is depicted as a sketch

in figure 8.17. What follows is a simple estimation of the range of coupling factors that we

would expect between the readout microstrip resonator and an aperture qubit positioned

below. We will calculate the maximum possible coupling rate g, which is found with the

aperture qubit of dipole moment ~p positioned under an end of the resonator, where the

electric field is ~Eq. The coupling rate is

h̄g = ~Eq • ~p, (8.12)

and our geometrical assumptions constrain the two vectors to be parallel (vertical direction

in the figure).

First, we estimate the dipole moment of the first excitation of the aperture qubit. We

will use the dipole approximation of a thin annulus given by equation 8.2. Assuming that

the voltage difference is that of one photon, 1
2 h̄ω = 1

2CV
2

0 , where C is the capacitance

between the center electrode and the outer sheet, which for our devices is around 1 pF.

Therefore, V0 ≈ 2 µV. Assuming radius r = 300 µm, and ε = 10ε0 for silicon, we have

p = 5− 10× 10−22 msA (or 0.5 electron mm).
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FIGURE 8.17: Simplified sketch of a microstrip λ/2 resonator coupling to an aperture qubit.
Purple is aluminum, blue is indium forming a portion of the top wall of a micromachined cavity
like the one in this chapter. The semi-transparent grey bottom layer indicates silicon (ε = 10ε0)
, while the clear upper layer indicates vacuum in a tunnel. Note that this description supposes
boundary conditions that can be instituted in the actual device: the microstrip is surrounded by a
conducting housing (slightly larger that the clear h × L ×W box) as well as thru-wafer vias in the
silicon (forming a perimeter slightly larger than the semi-transparent grey h × L ×W box). The
transition to the another transmission line and the following transition off-chip to external coaxial
cables is not shown.

Next, we calculate the electric field of the microstrip resonator at the location of the

qubit. It is tractable to seek an electrostatic solution by making assumptions about bound-

ary conditions reflecting the geometry in figure 8.17. We will write a rough approximation

of the field integration that reflects the sinusoidal character of the voltage (V ∝
√
E) and

fixes the total energy to that of one photon:

1

2
h̄ω =

∫

V
ε|E|2dV

= (1 + εr)ε0E
2
0hW

∫ L

0
sin2 πl

L
dl

= (1 + εr)ε0E
2
0hWL/2,

(8.13)

where h, W , and L are the confining dimensions shown in the figure. Assuming a relative

dielectric constant of εr = 10 for silicon, the electric field at the qubit location is

Eq = 10E0 =

√
10h̄ω

11ε0hWL
. (8.14)
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Making some reasonable assumptions for geometery (h ≈ 300 µm, W ≈ 1 mm, L ≈

10 mm) and using ω = 2π7 GHz, we find Eq ≈ 10 mV/m.

Putting these last two calculations together with equation 8.12, we find a coupling rate

of g ≈ 5 GHz between the qubit and microstrip. This is sufficiently large, and can be

reduced by increasing the height or width (to the effect of g ∝ (hW )−1/2), or positioning

the qubit elsewhere under the microstrip resonator (sinusoidal dependence on position).

8.7.3 Conclusion

The experimental results described in this chapter provide a proof-of-concept for one way

to implement a cQED system with a transmon qubit in a superconducting micromachined

cavity. We can imagine such a system playing a role in larger MMIQCs. We make a dis-

claimer that the approach concentrated on for this thesis is certainly not the only one pos-

sible for integration of transmons in MMIQCs. For instance, figure 4.3(c) shows qubits

in a micromachined transmission line bus. This is essentially a modified coaxial cable, so

the coupling strength of would be highly tunable and obey equation 3.47 from the general

calculations of section 3.5.1.



Chapter 9

Conclusion

9.1 Future Work

As a result of the exploratory work in this thesis and a confidence that indium bonding

will enable more scalable and flexible superconducting circuits, our lab is committing new

resources to the development of future MMIQCs. In particular, we have recently installed

a dedicated deposition system for thermal evaporation of indium, and at the time of this

writing we are about to receive a device-bonder.

Thermal evaporation of indium eliminates many of the difficulties associated with in-

dium electroplating. First, there is no need for a normal metal seed layer, and we antici-

pate that the contact resistance and microwave seam admittance between aluminum and

indium evaporated on top will be an improvement over that measured in electroplated

devices. Second, both the surface roughness and the height uniformity across a wafer with

any patterning is dramatically improved. Patterns in the indium layer are created by pho-

toresist liftoff or by hard-shadow-masking. Third, we suspect that the evaporated indium

is more pure, as it is not at risk of contamination by intermetallic compounds made with a

layer of Au, nor organic grain refiners present in the electrplating bath.

The device-bonder is an FC-150 from SET-NA. With its advanced laser-leveling and

auto-collimation optics, it will fix two mating surfaces parallel to 20 µradian with active-

feedback motorized pitch and roll, and should achieve lateral alignment to ±1 µm (3σ,

200
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post-bond). It will also provide compression force, height, and temperature control and

process monitoring. This should allow the creation of multilayer devices with more repro-

ducible results than previous “improvised” bonding methods.

Another capability which we have mentioned will play a key role in MMIQCs is a pro-

cess to create and metallize thru-silicon-vias (TSVs). While we are not equipped to apply

conformal metalization in high-aspect-ratio vias, for instance by ALD, we can create larger

TSVs that apply to certain designs. These can be made by wet or dry etching through an

entire wafer thickness, creating angled sidewalls that can be metalized by sputtering or

evaporation with a metal of our choosing. These are being incorporated to provide shield-

ing and confinement of propagating modes in micromachined transmission line designs.

The team is actively working on fabricating micromachined cavity and stripline res-

onator devices that will vet the new tools and provide confidence for larger designs with

multiple elements.

9.2 Conclusion

It is an exciting era for superconducting circuits and quantum information processing. At

this time, all of the major players in the field of cQED are beginning to strategize about

various multilayer constructions, all of which can be categorized as MMIQCs as broadly

described in chapter 4. Until now, this has not been strictly necessary as several other

challenges relating to coherence and electronic control schemes required attention before

the community could work past devices with more than a few quits. It is now time to

develop MMIQCs, and it will not be surprising if this activity produces many publications

and also breaks into the realm of industrial development in the coming years. At present,

labs are beginning to produce circuits using micormachining, superconducting vias, in-

dium bumps and flip chip bonding, motivated for the most part by the need to route the

necessary control wiring to internal elements of a 2-dimensional array (or other non-linear
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topology of qubits), and to not spoil coherence while doing so. We have approached the

transition to multilayer devices with a unique edge.

Starting with the observation that all modes are three-dimensional and all planar cir-

cuitry has out-of-plane fields, we emphasize the need for isolation of separate modes as

well as the need for inter- and intra-layer coupling routes. Such isolation can be achieved in

a multilayer structure embedded with micromachined volumes coated in superconductor

that surround regions where planar circuitry resides. Second, we reason that incorpora-

tion of high-Q cavity resonators is a natural choice in such a layered structure. Due to their

minimal dielectric and conductor participation they can be very high coherence quantum

elements.

There were two main challenges that we addressed in this thesis: how to create high

quality inter-wafer superconducting bonds, and how to couple a qubit to a cavity in a

new configuration. We found that indium is a suitable superconductor for this purpose,

and discussed its mechanical and superconducting properties. In the last chapter, we de-

signed and experimentally demonstrated a MMIQC device in the strong-dispersive regime

of cQED. There is a myriad of future work that can extend from these findings and be

drawn from the vast body of existing engineering work in related fields. These techniques

will enable realization of increasingly complex MMIQCs in pursuit of a scalable quantum

computer.
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A.1 Recipes

TABLE A.1: Fabrication steps for micromachined cavities. See figure 6.2.

substrate: silicon wafer, (100), 100 mm, 0.525 - 1 mm thick is best

Task Details

1.Clean wafer
a. Acetone, sonicate 2 min
b. Methanol, sonicate 2 min
c. O2 plasma clean (Ash) top plate, 300 mT, 175 W, 5 min

2. Deposit nitride GSI, my recipe, 4 min, 150 nm

3. Create PR
mask

a. S1813, spun at 3000 rpm, acl 17, 60 sec
b. Bake 115◦C, 1 min
c. Align with EVG, expose 50 mJ/cm2 @ 365 nm
d. Develop in MF319, 60 sec. DI water rinse
e. Post-bake, 115◦C, 2 min
f. O2 plasma clean (Ash) bottom plate, 300 mT, 175 W, 3
min

4. Etch nitride
Oxford 80. First O2 plasma clean of empty chamber, 6 min.
50 sccm CHF3, 7 sccm O2, P=5mT, RF 175W, ICP 0W, 3 min

5. Remove PR
mask

a. NMP 90◦C
b. Acetone, sonicate 2 min
c. Methanol, sonicate 2 min
d. O2 plasma clean (Ash) top plate, 300 mT, 175 W, 3 min

6. Silicon wet etch
a. 30 sec BOE 10:1 to remove oxide
b. KOH at 88◦C, spinner 200 rpm. (rate 98 um/hr)
c. Stop with DI water after 300 µm depth

7. Remove nitride
BOE 5:1, 30 min
(etch rate to nitride is 15 nm/min; this step also removes K
salts)

8. Deposit gold Denton or PETE. 6 nm Ti, 100 nm Au

9. Electroplate
indium

a. O2 plasma clean (ash) top plate, 300 mT, 175 W, 3 min
b. HCl 10%, 10 sec. DI rinse.
c. Electroplate, 300 mA DC, room temp.
(rate is 10 µm/hr when 100% wafer area exposed)
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TABLE A.2: Fabrication steps for aperture transmons embedded in indium groundplane. This
applies to any device in which aluminum Josephson junctions are created, followed by electroplat-
ing of indium.

substrate: silicon wafer, (100), 100 mm, 325 um thick, resistivity >7-10 kΩ*cm
Task Details

1. Clean wafer
a. Acetone, sonicate 2 min
b. Methanol, sonicate 2 min

2. create PR mask

a. First prime surface for adhesion: O2 plasma (ash) top plate,
300 mT, 175 W, 5 min; vapor HMDS
b. Spin LOR10A, 4000 rpm, acl 17, 60 sec
c. Bake 165◦C, 5 min
d. Spin S1813, 4000 rpm, acl 17, 60 sec
e. Bake 115◦C, 1 min
f. Align mask and expose 80 mJ/cm2 @ 405 nm
g. Develop MF319, 90 sec
h. O2 plasma clean (ash) bottom plate, 300 mT, 175 W, 3 min

3. Deposit gold Denton or PETE. 6 nm Ti, 100 nm Au

4. Liftoff gold
pattern

a. NMP 90◦C for ∼ 3 hours or overnight
b. Finish with acetone, methanol, N2 dry
c. O2 plasma clean (ash) bottom plate, 300 mT, 175 W, 3 min

5. Ebeam pattern

a. Spin EL13, 5000 rpm, acl 17, 90 sec (500 nm)
b. Bake 175◦C, 1 min
c. Spin PMMA A3, 4000 rpm, acl 17, 90 sec (70 nm)
d. Bake 175◦C, 20 min
e. EBPG write JJ pattern. Dolan bridge.
f. Develop. 1:3 MIBK:IPA @ 25◦C, 55 sec. IPA rinse 10 sec. N2

dry.

6. Deposit
aluminum
(junctions)

a. Preceed load to new plassys with 02 clean in asher: bottom
plate, 300 mT, 100 W, 10 sec
b. Al1: 22.8 nm, -29◦

c. Oxidation, 15 T, 12 min
d. Al2: 68.6 nm, 29◦

e. Oxidation, 3 T, 10 min
7. Liftoff
aluminum

a. NMP 90◦C overnight
b. Finish with acetone, methanol, N2 dry

8. Create PR
plating mask

a. Spin SC1827, 2000 rpm, acl 17
b. Bake 115◦C, 4 min
c. Align mask and expose 230 mJ/cm2 @ 365 nm
d. Develop MF319, 60 sec
e. Postbake 115◦C, 5 min

9. Electroplate
indium

a. O2 plasma clean (ash) top plate, 300 mT, 175 W, 3 min
b. HCl 10%, 10 sec. DI rinse.
c. Electroplate, 300 mA DC, room temp.
(rate is 10 µm/hr when ∼100% wafer area exposed)

10. Dice chips

a. Spin SC1827, 2000 rpm, 90 sec
b. Bake 115◦C, 2 min
c. Dice
d. Remove resist with NMP, Acetone, Methanol
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TABLE A.3: Fabrication steps for indium patterns. For creating patterned indium, such as
striplines or DC resistance test devices on sapphire or silicon wafers, using electroplating of in-
dium. See figure A.1. Note that this recipe shows copper, rather than gold. Copper is easier to
electroplate with quality when there is a pattern in the conducing layer. This is because it fosters
better current distribution and has easy-to-clean surface for plating. However, the copper/Al in-
terface is very bad (without any attempt at special cleaning, which could be learned from QP trap
devices). That is why I have been using gold for the patchmon devices and copper for striplines.
Neither copper nor gold are needed if the indium is evaporated.

substrate: Sapphire, 100 mm, 530 um thick

Task Details

1. Clean wafer
a. Acetone, sonicate 2 min
b. Methanol, sonicate 2 min

2. Create PR mask

a. First prime surface for adhesion: O2 plasma (ash) top
plate, 300 mT, 175 W, 5 min; vapor HMDS
b. Spin LOR10A, 4000 rpm, acl 17, 60 sec
c. Bake 165◦C, 5 min
d. Spin S1813, 4000 rpm, acl 17, 60 sec
e. Bake 115◦C, 1 min
f. Align mask and expose 80 mJ/cm2 @ 405 nm
g. Develop MF319, 90 sec
h. O2 plasma clean (ash) bottom plate, 300 mT, 175 W, 3 min

3. Deposit copper Old plassys. 6 nm Ti, 100-200 nm Cu
4. Liftoff copper
pattern

a. NMP 90◦C for ∼3 hours or overnight
b. Finish with acetone, methanol, N2 dry

8. Create PR
plating mask

a. Spin AZ9260, 800 rpm, acl 17, 90 sec (16 um)
b. Bake 115◦C, 3 min. remove edge bead.
c. Align mask and expose 1000 mJ/cm2 @ avg of 365 &
405nm
d. Develop AZ400K 1:4, 8 min

9. Electroplate
indium

a. O2 plasma clean (ash) top plate, 300 mT, 175 W, 3 min
b. HCl 10%, 10 sec. DI rinse.
c. Electroplate, 300 mA DC, room temp.
(rate is 10 |mum/hr when ∼100% wafer area exposed)

10. Dice chips

a. Spin SC1827, 2000 rpm, 90 sec
b. Bake 115◦C, 2 min
c. Dice
d. Remove resist with NMP, Acetone, Methanol
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FIGURE A.1: Fabrication steps for electroplated indium patterns on wafers. Corresponds with
the steps in table A.3.

A.2 Electroplating Indium

Electroplating (or electrodeposition) is the application of metallic coatings to conductive

surfaces by electrochemical processes. A general electroplating circuit consists of the fol-

lowing elements, which can be found in figure A.2, which is a cross-section of our system

for electroplating indium on wafer substrates. An electroplating circuit, or cell, contains:

1. An external circuit that provides a source of current, which may be DC or ampli-

tude modulated, and may contain monitoring instruments (ammeters, voltmeters)

to regulate voltage and current values applied to the cell.

2. The plating solution itself, which is an acidic liquid “bath”

3. Negative electrodes (cathodes), or the work-piece, which is the material to be plated
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4. Positive electrodes (anodes), either made of the metal to be plated (soluble anodes)

or a different conducting material which serves merely to complete the circuit (inert

or insoluble anodes)

The positive and negative anodes may be either singular or multiple, and they are placed in

the bath, completing an electroplating circuit. As the external power source drives current,

positive ions of metal are driven in the bath opposite to the flow of electrons. They collect

on the cathodes and form a solid deposit. If a soluble anode is used, metal ions dissolve

from it to replenish those in the bath.

FIGURE A.2: Indium sulfamate wafer electroplating circuit. This is a cross-section of the wafer
electroplating circuit, which was purchased from Wafer Power Technology. The green area repre-
sents the indium sulfamate (In(NH2SO3)3) plating bath, which has pH=2. Electrical connection to
the wafer (cathode work piece) is made by 24 gold-plated-copper pins spaced around the wafer
perimeter. These contact pins are flexible and embedded in a rubber gasket into which the wafer
is pressed with a spring. This creates a watertight seal such that the wafer forms the bottom of the
bath container. In3+ from the solution electrodeposit to form a solid on the areas of the wafer that
are both conducting and connected to the circuit. Indium deposit can be masked with common
photoresists (figure A.1)

Total amount of material deposited is governed by Faraday’s laws of electrolysis. They

are basic to both the understanding and the practical use of electrolytic processes. They
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may be stated as follows (Ehl and Ihde, 1954):

1. The amount of chemical change produced by an electrical current is proportional to

the quantity of electricity that passes.

2. The amounts of different substances liberated by a given quantity of electricity are

inversely proportional to their chemical equivalent weights.

Equivalent weight is the molar mass divided by the number of electrons in the balanced

redox half-equation. Mathematically, Faraday’s laws of electrolysis can be expressed as:

Q ∝ zm (A.1)

Q = It = zFn (A.2)

where Q is the charged passed, I is the current, t is the time, z is the change in ox-

idation state, m and M are the mass and molar mass of oxidized or reduced species,

F = 96, 485 C/mol is the Faraday constant, the charge of one mole of electrons, and n

is the amount of substance oxidized or reduced.

A.2.1 Electroplating indium on wafers

For this process, an indium sulfamate (In(NH2SO3)3) plating bath solution purchased from

Indium Corporation is operated at room temperature. In a wafer plating system purchased

from Wafer Power Technology1, a rotating Pt-Ti mesh serves as the insoluble anode and

the wafer or PCB work piece serves as the cathode onto which indium precipitates from

the bath. A DC current of 300 mA will deposit indium at at rate of 150 nm/min to a final

thickness of 10 µm on the full area of the 4 inch diameter substrate. The deposited material

is known to be > 99.9% pure indium.

1http://waferpower.com

http://waferpower.com
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The system here uses an insoluble platinized titanium insoluble mesh anode. This

type of insoluble anode utilizes platinum’s exceptional conductive properties and corro-

sion resistance yet still remain economical. It is created by electroplating a very thin layer

(typically 2-5 µm) of platinum onto a specially treated activated titanium. This was rec-

ommended to us by our contact at Wafer Power (), and it is often used in electroplating

of nickel. We are told that the risk with doing this is decreased height uniformity due to

changed anode shape and increased surface roughness in the deposit. However, all elec-

troplaters in table A.4 use indium anodes.

Use of an insoluble anode means that indium is depleted from the bath with continued

use. We can compute this depletion rate simply by tracking the amount of material de-

posited. It is possible to add indium wire wound into the anode mesh to replenish indium

ions in the bath.

One concern for several of the patterns electroplated in this work is how current distri-

bution affects the uniformity of the electrodeposition. Except for the simplest geometries

of a cell, such as when the anode and cathode are concentric, the current is not uniform

over the surface of an electrode. In fact, the current distribution on the workpiece electrode

surface is complicated. Current will tend to concentrate at edges and points, and unless

the resistance of the solution is extremely low, it will flow more readily to parts near the

opposite electrode than to more distant parts. Thus, except for the simplest parts subject to

electroplating, the thickness of deposit, which depends on the current density, will not be

uniform over the surface. Techniques to mitigate this effect include use of specially shaped

or moving anodes, and auxiliary anode and cathode structures.

The operating conditions affect the physical properties of the deposited film. It is likely

that the response to operating conditions of indium plated using an indium sulfamate

(In(NH2SO3)3) bath is similar to the responses of nickel plated using a nickle sulfamate

(Ni(NH2SO3)2) bath. Compared to indium plating, nickel plating with a sulfamate bath is

a very commonly conducted industrial process. Conditions which decrease the ductility of
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electrodeposited nickel (and correspondingly increase the hardness and tensile strength)

are an increase in pH, a decrease in temperature, and an increase in chloride percentage

(DisChem, Inc., 2013). For industrial purposes, these operating conditions are carefully

controlled to obtain desired properties of the final film.

A.3 Indium Bump Literature Review
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TABLE A.4: Indium bump literature review. While this is not a comprehensive review of work on
the subject, I found these papers to be informative descriptions of indium bump fabrication. EP =
electroplating, and UBM = under-bump metallurgy.

source bump
dimensions

indium
deposition mask UBM (nm)

J. Jiang et al. (2004). “Fabrication of
indium bumps for hybrid infrared
focal plane array applications”.
Infrared physics & technology 45.2,
143–151

10 µm diameter
post-reflow,
25 µm pitch

thermal
evaporation

LOR +
AZ P4620
(10 µm,
5 µm
undercut)

Ti/Pt/Au

EP AZ P4260
(10 µm) Ti/Pt/Au

C. Broennimann et al. (2006).
“Development of an Indium bump
bond process for silicon pixel
detectors at PSI”. Nuclear Inst. and
Meth. in Phys. A 565.1, 303–308

50×50 µm,
20 µm diameter
post-reflow,
100 µm pitch

sputtering
(2-3 µm) LOR Ti/Ni/Au

(10/50/50)

Y. Tian et al. (2008).
“Electrodeposition of indium for
bump bonding”. In: 58th Electronic
Components and Technology Conf.
2096–2100

15-50 µm, pitch
15-100 µm EP (10 µm) AZ9260

(20 µm)
Ti/Cu
(100/100)

Y. Tian et al. (2014).
“Electrodeposition of Indium
Bumps for Ultrafine Pitch
Interconnection”. J. Electronic
Materials 43.2, 594–603. ISSN:
1543-186X

25 µm diameter
circles, pitch
50 µm.

EP (18 µm) AZ9260
(20 µm)

Ti/Cu
(100/100)

J. J. Coleman et al. (2010).
“Optimizing galvanic pulse plating
parameters to improve indium
bump to bump bonding”. Proc.
SPIE 7590, 75900F–75900F–11

0.6 - 5 µm
diameter

EP, thermal
evaporation

AZ51214
(5 µm)

Ti/Cu
(20/50)

Q. Huang et al. (2010).
“Development of indium bumping
technology through AZ9260 resist
electroplating”. J. Micromech.
Microeng. 20, 055035

70×70 µm,
40 µm diameter
post-reflow,
100 µm pitch

EP (1µm) AZ9260
(30 µm)

Ti/Pt/Au
(30/20/100)

M. J. Li et al. (2007). “Microshutter
array system for James Webb Space
Telescope”. Proc. SPIE 6687,
668709–668709–13

10×10 µm,
10 µm height,
20 µm pitch

thermal
evaporation
(10 µm)

Futurexx
NR9-8000
(-)

MoN/Cr

M. Volpert et al. (2010). “Indium
deposition processes for ultra fine
pitch 3D interconnections”. In: 60th
Electronic Components and
Technology Conference (ECTC),
1739–1745

10 µm
post-reflow
diameter,
15 µm pitch

EP and
thermal
evaporation

(20 µm) Ti/Ni/Au

http://dx.doi.org/10.1016/j.infrared.2003.08.002
http://dx.doi.org/10.1016/j.infrared.2003.08.002
http://dx.doi.org/10.1016/j.infrared.2003.08.002
http://dx.doi.org/10.1016/j.infrared.2003.08.002
http://dx.doi.org/10.1016/j.nima.2006.05.011
http://dx.doi.org/10.1016/j.nima.2006.05.011
http://dx.doi.org/10.1016/j.nima.2006.05.011
http://dx.doi.org/10.1016/j.nima.2006.05.011
http://dx.doi.org/10.1016/j.nima.2006.05.011
http://dx.doi.org/10.1109/ECTC.2008.4550274
http://dx.doi.org/10.1109/ECTC.2008.4550274
http://dx.doi.org/10.1109/ECTC.2008.4550274
http://dx.doi.org/10.1007/s11664-013-2891-6
http://dx.doi.org/10.1007/s11664-013-2891-6
http://dx.doi.org/10.1007/s11664-013-2891-6
http://dx.doi.org/10.1007/s11664-013-2891-6
http://dx.doi.org/10.1007/s11664-013-2891-6
http://dx.doi.org/10.1117/12.842569
http://dx.doi.org/10.1117/12.842569
http://dx.doi.org/10.1117/12.842569
http://dx.doi.org/10.1117/12.842569
http://iopscience.iop.org/0960-1317/20/5/055035/pdf/0960-1317_20_5_055035.pdf
http://iopscience.iop.org/0960-1317/20/5/055035/pdf/0960-1317_20_5_055035.pdf
http://iopscience.iop.org/0960-1317/20/5/055035/pdf/0960-1317_20_5_055035.pdf
http://iopscience.iop.org/0960-1317/20/5/055035/pdf/0960-1317_20_5_055035.pdf
http://dx.doi.org/10.1117/12.734152
http://dx.doi.org/10.1117/12.734152
http://dx.doi.org/10.1117/12.734152
http://dx.doi.org/10.1109/ECTC.2010.5490736
http://dx.doi.org/10.1109/ECTC.2010.5490736
http://dx.doi.org/10.1109/ECTC.2010.5490736
http://dx.doi.org/10.1109/ECTC.2010.5490736
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TABLE A.5: Indium bump literature review – part 2. Several groups in the cQED community are
also beginning to explore indium bump bonding. Here is what we know from presentations at the
APS March Meeting, 2017.

source bump
dimensions

indium
deposition mask UBM (nm)

D. Rosenberg et al. (2017). “3D
Integration for Superconducting
Qubits”. In: APS March Meeting
2017, H46.00001 (MIT Lincoln
Laboratory)

15×15 µm,
8 µm high

thermal
evaporation ? Al/Ti/Pt/Au

J. Mutus et al. (2017). “3D
Integration of superconducting
qubits with bump bonds: Part 1”.
In: APS March Meeting 2017,
H46.00006 (Google, Santa
Barbara)

2-8 µm high thermal
evaporation ? Al/TiN

C. H. McRae et al. (2017).
“Thermocompression Bonding
Technology for Multilayer
Superconducting Quantum
Circuits”.
arXiv:1705.02435[physics.app-ph]
(IQC, Waterloo)

bulk sputter
Transene
A alu-
minum
etchant

Al/In
(150/150)

A.4 Bonding

For many of the devices measured in this work, an Instron 5969 compressive force testing

machine is used to bond mating halves with indium contact areas of 50 − 500 mm2 at

forces between 4 − 40 kN. Immediately prior to bonding, indium oxide is etched away

with a solution of 10% hydrochloric acid (in water) for 5 minutes, followed by DI water,

acetone and methanol washing, and nitrogen blow drying.

It is likely that 30−40 Å of oxide develops within minutes of exposure to air before the

bond is conducted (Indium Corporation, 2016). If left out at room temperature in ambient

conditions, the indium oxide will continue to build up to eventually self-passivate at a

thickness of 80− 100 Å over the course of about three days (Indium Corporation, 2016).

http://meetings.aps.org/Meeting/MAR17/Session/H46.1
http://meetings.aps.org/Meeting/MAR17/Session/H46.1
http://meetings.aps.org/Meeting/MAR17/Session/H46.1
http://meetings.aps.org/Meeting/MAR17/Session/H46.6
http://meetings.aps.org/Meeting/MAR17/Session/H46.6
https://arxiv.org/abs/1705.02435
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micropositioning
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slot for bottom chip

viewports

slot for top chip
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top chip holder

(fixed to micropositioning stage)
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FIGURE A.3: Alignment jig for bonded stripline devices. Used to create devices in figure 7.6. The
bottom chip sits in a slot, and the top chip is held face-down with a set screw during manual 5-axis
micropositional alignment under a microscope. The top chip is slowly brought into contact with
the lower chip. The jig is then removed from under the microscope, a pressing plate and weights
are placed on top to apply bond forces on the order of 1 - 10 g/bump. Best-case devices were
aligned to ± ∼ 2 µm.

A.5 Josephson Junction fabrication

The transmons fabrication in this dissertation makes use of the Niemeyer-Dolan resist

bridge technique (Dolan, 1977) to manufacture the required small Josephson junctions.

Electron beam lithography was done in a Vistec EBPG 5000+, 100kV system. The trans-

mons fabricated in this dissertation used a bilayer of resist consisting of a 500 nm MMA

(EL13) below 70 nm PMMA (A3). The bottom layer of resist, MMA, must develop faster

than the top layer of resist, PMMA, to produce an appreciable undercut for liftoff as well

as producing a “bridge” of resist as shown in figure A.4. A “shadow” dose of electrons is

applied at the bridge location (about 25-30 percent of the dose used for areas completely

cleared) to aid in clearing the lower layer below the bridge. The silicon substrate used
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FIGURE A.4: Josephson junction fabrication with the Dolan-bridge technique. These cartoon
cross-sections show the double-angle shaddow evaporation technique of Dolan, 1977 after the
“bridge” has been written and developed in the resist bilayer. Green trapezoids are previously
deposited superconducting material that may or may not be present in the design. The thick
brown layer is the MMA resist while the top yellow layer is the PMMA that forms the bridge.
(a) Aluminum (navy) deposition at first angle. (b) Oxidation (orange) of deposited aluminum. (c)
Aluminum (navy) deposition at a second angle producing an overlap which forms the Josephson
junction. (d) Final oxidation capping layer (orange) of the Josephson junction.

(Figure used with permission from Holland, 2015. See Copyright Permissions.)

for devices in this thesis is just conductive enough (even at resistivity >∼ 10 kΩcm) that

an anticharging layer is not needed to prevent electron beam deflection during writing.

(Sapphire substrates, on the other hand, do require this anticharging layer on top of the re-

sist bilayer, usually in the form of gold or aluminum, which must then be removed before

development.)

The wafer is developed using a 1:3 solution of MIBK:IPA at 25◦C and cleaned in an oxy-

gen plasma barrel asher at 300 mT for 10 seconds before immediately loading to a Plassys

UMS300 for aluminum e-beam evaporation. Aluminum is deposited at angle -29◦to 22.8
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nm, followed by oxidation at 15 Torr for 12 minutes, followed by a second aluminum de-

position at angle 29◦to 68.6 nm, followed by a second oxidation at 3 Torr for 10 minutes.

The device in chapter 8 contained a single Josephson junction of dimension 500 ×

500 µm, which had a room temperature resistance that was measured to be 4.35 kΩ.

A.6 Surface roughness

The roughness of the mating surfaces forming a cavity seam may play a role in losses there,

affecting gseam in a way that is not yet understood. In addition, it is reasonable to expect

that surface roughness of the interior cavity walls affects the dielectric loss contribution to

the quality factor. Measurements of surface roughness of said mating surfaces are included

in table A.6. From these data, and the images included in figure A.5, we observe that the

surface roughness of the PCB’s matte finish copper surface likely contributes to indium

surface texture that may be unfavorable for bonding. We also note that due to indium’s

high ductility, the contact pressures used in this work produce significant deformation of

surface texture, and the values and images presented here are those of pre-bonded sur-

faces. Precisely how surface roughness, ductility, contact pressure, and the presence of

surface oxides affect gseam is the subject of further research.

TABLE A.6: Surface roughness of mating surfaces forming cavity seams. Roughness parameters
Ra (average roughness) and Rq (root mean square roughness) were measured with contact pro-
filometery using a 5 mm linear trace along the surface and applying a Gaussian filter with cutoff
Lc = 800 µm. Entries marked with (*) are indium electroplating performed by the vendor, while all
others were created in-house.

Surface Indium Thickness (µm) Ra (µm) Rq (µm)
Machined bulk Al alloy 0 0.47 0.65
Machined bulk copper 0 0.22 0.29
Machined bulk copper 10 (*) 0.53 0.66
Machined bulk copper 100 (*) 6.01 7.34
Silicon with 100 nm copper 0 0.01 0.01
Silicon with 100 nm copper 10 0.28 0.35
PCB 0 0.12 0.26
PCB 10 0.48 0.60
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Cu bulk

Cu surface
+10 μm In 

Cu surface

Cu on PCB Cu on Si

10 μm

FIGURE A.5: SEM images of electroplated indium on copper surfaces. These images show the
surface texture of copper surfaces relevant to this work with (top) and without (bottom) indium
electroplated to a thickness of 10 µm. The images are of the mating surfaces before bonding. The
10 µm scale bar in the bottom right applies to all six images. Grains several microns in scale are
visible in the indium on each surface, but their character differs. We show indium surfaces resulting
from electroplating performed by the vendor (top left image), and those performed by our in-house
process (top center and top right images).
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Tables

B.1 Properties of select superconductors

TABLE B.1: Some electrical and physical properties of aluminum, niobium, and indium. Dheer,
1961 reports the penetration depth of inidum as 46 nm. The Cooper pairing interactions are found
in De Gennes, 1999–Table 4.1

Al Nb In
Critical temperature Tc (K) 1.18 9.3 3.41
Penetration depth λ(0) (nm) 40-60 39 31-46
Coherence length ξ0 (nm) 1200-1600 35-38 200-400
Gap ∆(0) (×10−4 eV) 3.4 30.5 10.5
Critical Field µ0H0 (mT) 9.9 27.6
Debye temperature ΘD (K) 365-428 275 108
Cooper pairing interaction N(0)V 0.18 0.29

B.2 3D cavity data

218



Appendix B. Tables 219

TA
B

L
E

B
.2

:S
um

m
ar

y
of

m
ea

su
re

m
en

ts
of

ca
vi

ti
es

w
it

h
H

-p
la

ne
co

ns
tr

uc
ti

on
s

(c
ro

ss
-c

ur
re

nt
se

am
s)

.S
ee

ta
bl

e
B.

3
on

th
e

ne
xt

pa
ge

fo
r

di
ag

ra
m

s
of

th
e

to
p

pa
rt

s
an

d
ca

vi
ty

pa
rt

s.
Th

e
se

am
ad

m
it

ta
nc

e
y s

e
a
m

is
ca

lc
ul

at
ed

as
de

sc
ri

be
d

in
ch

ap
te

r
5,

an
d

th
e

se
am

co
nd

uc
ta

nc
e

g s
e
a
m

is
in

fe
rr

ed
un

de
r

th
e

as
su

m
pt

io
n

th
at

th
e

m
ea

su
re

d
co

ld
Q
i

=
g s

e
a
m
/
y s

e
a
m

.

di
m

en
si

on
s

to
p

pa
rt

ca
vi

ty
pa

rt
bo

nd
f 0 (3

00
K

)
f 0 (<

20
m

K
)

Q
i

(3
00

K
)

Q
i

(<
20

m
K

)
y
se

a
m

(/
Ω

m
)

g s
e
a
m

(/
Ω

m
)

36
x1

8x
0.

3
2

-A
l

Si
-A

l(
40

0
nm

)
cl

am
p

(1
)

9.
27

2
9.

39
4

43
4,

00
0

18
.1

2
.2

×
1
0
2

28
x1

9x
0.

3
2

-A
l(

4N
)

Si
-A

l(
10

00
nm

)
cl

am
p

(1
)

9.
52

7
9.

44
9

96
30

0,
00

0
16

.7
1
.8

×
1
0
4

28
x1

9x
0.

3
2

-A
l

Si
-N

b
(1

00
0

nm
)

cl
am

p
(1

)
9.

46
8

9.
41

9
40

18
,0

00
16

.7
1
.1

×
1
0
3

28
x1

9x
0.

3
4

-A
l

5
-A

l
sc

re
w

s
9.

47
0

9.
44

2
40

1,
30

0
16

.7
7
.8

×
1
0
1

33
x1

8x
0.

3
4

-C
u

5
-C

u
sc

re
w

s
9.

6
10

7
17

.7
6.

0
(3

00
K

)
28

x1
9x

5
4

-A
l

6
-A

l
sc

re
w

s
9.

49
6

9.
54

3
1,

40
0

5,
00

0
7.

57
6
.6

×
1
0
2

28
x1

9x
5

4
-I

n
(1

0
um

)
6

-I
n

(1
0

um
)

sc
re

w
s

9.
50

1
9.

53
7

1,
60

0
2,

96
0,

00
0

7.
57

3
.9

×
1
0
5

28
x1

9x
0.

3
4

-I
n

(1
0

um
)

5
-I

n
(1

0
um

)
sc

re
w

s
9.

46
5

9.
53

0
15

0
4,

65
0,

00
0

16
.7

2
.8

×
1
0
5

28
x1

9x
5

4
-I

n
(5

0
um

)
6

-I
n

(5
0

um
)

sc
re

w
s

9.
48

0
9.

52
5

71
0

10
,0

00
,0

00
7.

57
1
.3

×
1
0
6

28
x1

9x
0.

3
2+

Si
-I

n
(1

0
um

)
Si

-I
n

(1
0

um
)

m
an

ua
lp

re
ss

,
no

cl
am

pi
ng

9.
43

3
9.

45
1

20
6

48
9,

00
0

16
.7

2
.9

×
1
0
4

24
x2

2x
0.

3
4

-I
n

(1
0

um
)

8
-I

n
(1

0
um

)
In

st
ro

n
,1

50
C

10
kN

,1
00

M
Pa

9.
24

7
9.

30
8

20
0

75
2,

00
0

16
.0

4
.7

×
1
0
4

24
x2

2x
0.

3
4

-I
n

(3
0

um
)

8
-I

n
(3

0
um

)
In

st
ro

n,
15

0
C

10
kN

,1
00

M
Pa

9.
31

3
9.

37
5

20
2

3,
30

0,
00

0
16

.0
2
.1

×
1
0
5

24
x2

2x
0.

3
4

-I
n

(3
0

um
)

8
-I

n
(3

0
um

)
In

st
ro

n,
15

0
C

10
kN

,1
00

M
Pa

9.
20

7
9.

26
9

17
2

83
,6

00
16

.0
5
.2

×
1
0
3

24
x2

2x
0.

3
4

-I
n

(1
0

um
)

Si
-I

n
(1

0
um

)
In

st
ro

n,
12

0
C

4
kN

,2
5

M
Pa

9.
42

9
9.

42
9

18
0

2,
30

0,
00

0
16

.0
1
.4

×
1
0
5

24
x2

2x
0.

3
4

-I
n

(1
0

um
)

Si
-I

n
(1

0
um

)
In

st
ro

n,
12

0
C

4
kN

,2
5

M
Pa

9.
30

6
9.

41
8

18
2

25
2,

00
0

16
.0

1
.6

×
1
0
4

24
x2

2x
0.

3
4

-I
n

(1
0

um
)

Si
-I

n
(1

0
um

)
na

no
fo

il
9.

31
9

10
.1

57
18

2
5,

00
0

16
.0

3
.1

×
1
0
2

24
x2

2x
0.

3
Si

-I
n

(1
0

um
)

7
-I

n
(1

0
um

)
In

bu
m

ps
9.

21
4

9.
34

1
50

19
6,

00
0

16
.0

1
.2

×
1
0
4



Appendix B. Tables 220

TABLE B.3: Part codes corresponding to table B.2.

part
no.

description diagram

1 2 inch wafer holder (clamp)

2 flat cover with 2 coupling holes

3 5.0 mm high cavity

4 flat cover with 2 coupling holes

5 0.3 mm high cavity

6 5.0 mm high cavity

7
0.3 mm high cavity with 2 coupling
holes

8 0.3 mm high cavity
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TABLE B.4: Cavities with E-plane cuts. In the form of figure 5.1(c).

material bond
f0

(300 K)
f0

(<20 mK)
Qi
(300 K)

Qi
(<20 mK)

notes

1 In (5 um) screws 9.495 9.532 3510 740,000

2 In (5 um)
hotplate reflow,
screws

9.515 16,400

3 In (100 um) screws 9.489 77,000,000

4 In (100 um)
hotplate reflow,
screws

9.546 6,800,000

5 In (50 um) screws 9.400 9.438 2059 40,000,000
6 In (100 um) screws 9.376 9.419 1888 50,000,000

TABLE B.5: Bounds on seam conductance for different material interfaces from experiments of
superconducting resonators contained in this thesis. *Second line in table of cavities with H-plane
cuts.

seam gseam(Ωm) >
Al - Al (6061 alloy) 6.7× 104

Al - Al (6061 alloy) with indium gasket 9.2× 106

Al - Al (high purity) 1.8× 104 *
In - In (electroplated on Cu) 2.4 ×1010
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