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Quantum computing with superconducting circuits relies on high-fidelity driven nonlinear pro-
cesses. An ideal quantum nonlinearity would selectively activate desired coherent processes at high
strength, without activating parasitic mixing products or introducing additional decoherence. The
wide bandwidth of the Josephson nonlinearity makes this difficult, with undesired drive-induced
transitions and decoherence limiting qubit readout, gates, couplers, and amplifiers. Significant
strides have been recently made into building better ‘quantum mixers’, with promise being shown
by Kerr-free three-wave mixers that suppress driven frequency shifts, and balanced quantum mixers
that explicitly forbid a significant fraction of parasitic processes. We propose a novel mixer that
combines both these strengths, with engineered selection rules that make it essentially linear (not
just Kerr-free) when idle, and activate clean parametric processes even when driven at high strength.
Further, its ideal Hamiltonian is simple to analyze analytically, and we show that this ideal behav-
ior is first-order insensitive to dominant experimental imperfections. We expect this mixer to allow

significant advances in high-Q control, readout, and amplification.

I. INTRODUCTION

Driven superconducting circuits provide a platform for
studying complex nonlinear quantum optics and manip-
ulating quantum information in the microwave domain.
The intrinsic nonlinearity of Josephson junctions [1] has
been utilized to design numerous circuit elements, rang-
ing from quantum-limited amplifiers [2-9], novel non-
reciprocal devices [10-13], ultra-low-noise detectors [14—
16], and, most notably, quantum information processing
through the field of circuit Quantum Electrodynamics
[17, 18]. A significant portion of these applications are
enabled by nonlinear quantum mixers that activate spe-
cific desired processes when parametrically driven with
a microwave drive. Such parametric mixers have found
use as couplers [19-22], amplifiers [9], and even nonlinear
oscillators in their own right [23-25].

Ideally, one desires fast high-fidelity operations that
manipulate sensitive quantum information without intro-
ducing errors. This requires the driven quantum mixer
to turn on desired interactions at high strength, without
activating parasitic processes such as drive-induced fre-
quency shifts and leakage to uncontrolled states. A fur-
ther complication is the finite coherence of the quantum
mixer, where any unintended excitation of the mixer out
of its ground state can lead to mixer decoherence dom-
inating the infidelity of the parametric process [26]. In
particular, when the mixer is used as a coupler between
high-Q modes, it must activate a parametric coupling
between them on demand, while not reducing both their
idle and driven coherence. One thus aims to engineer the
mixer such that it is minimally invasive when idling, and
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also remains in its ground state and prevents parasitic
processes when driven.

A common approach to mitigate some parasitic effects
is to use a ‘Kerr-free three wave-mixer’ [7, 27-30], where
one utilizes a third-order nonlinearity to generate the de-
sired process with a single drive tone, while nulling the
fourth-order (Kerr) nonlinearity. Suppressing the Kerr
suppresses spurious processes like the AC Stark shift,
which can lead to reduced saturation power in the am-
plifier context [31, 32], or frequency collisions with other
sensitive modes in the coupler context [21]. However, for
high-fidelity applications, this may still be insufficient —
in such fragile systems, the loss of even a single photon
to some uncontrolled degree of freedom can ruin sensitive
quantum information. In particular, at strong drive pow-
ers, even Kerr-free mixers are inevitably spoiled by the
onset of numerous transitions induced by nonlinearities
beyond the fourth order. The effect of these transitions
is especially evident at drive powers where the mixer ion-
izes [26, 33—306] into higher-lying states or enters a chaotic
regime, irreversibly spoiling the system’s information.

To suppress these higher-order nonlinear processes, we
can leverage certain symmetries and intuitions in mixer
design that further improve their performance by impos-
ing an explicit selection rule on the types of allowed pro-
cesses that the mixer can activate. These design princi-
ples mimic mixer balancing in the classical electrical en-
gineering context, where for example, a single-balanced
mixer utilizes symmetries of both the circuit and the
drive delivery to coherently suppress approximately half
the undesired mixing products (see Fig. la-b). This
significantly increases the amplitude and frequencies at
which the mixer can be driven without spoiling fidelity,
especially in the presence of drive-induced shifts. Such
symmetries have been put to use before in circuit QED,
both in the amplifier context (for e.g., with the JPC
[5, 27]) as well as in high-Q control [20]. Particularly
in the parametric coupler context, employing this sym-
metry in four-wave mixing with a Differentially Driven
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FIG. 1. The LINC, a quantum single-balanced mixer a, Fundamentals of mixer balancing. By taking two identical

nonlinear elements and driving them 180° out of phase (e.g., with a balun), we can create a single-balanced mixer. If the
nonlinear element is a single junction, this circuit is the familiar differentially-driven SQUID (DDS, [21]). If the nonlinear
clement is instead a DC flux-biased RF-SQUID, this circuit results in the Lincar Inductive Coupler (LINC). b, An illustration
of the advantage of a balanced mixer. In general, a driven nonlinear element will permit numerous nonlinear processes, of which
only a small subset is typically desired. Balancing the nonlinear element will suppress a significant fraction of spurious processes
(light orange), but preserve the desired process (black) at high strength. Any remaining parasitic processes (red) still permitted
by the symmetry must be avoided through other means, like careful selection of drive frequencies. ¢, The LINC circuit, with
a symmetric loop and capacitive pads, enables a separation of driven and undriven mixer behavior. At the operating point
where the total DC flux in the outer SQUID loop is half a flux quantum, the loop junctions are biased to effectively infinite
inductance, leaving only the linear shunt as the coupler’s inductor. This simultaneously nulls all nonlinearity when idle, which
is beyond just being Kerr-free. When threaded with AC flux, the outer loop activates and drives a balanced three-wave mixing

process.

SQUID (DDS) has shown significant improvement over
regular four-wave mixing with a single junction [21].

Utilizing similar design principles to the DDS, here we
introduce a mixer that has an identical Hamiltonian to a
balanced flux-biased RF-SQUID pair (Fig. 1a), but can
manifest as a simple dipole element (Fig. 1c). When op-
erated at a particular DC bias point, idle effects due to
the Josephson junctions disappear, and the mixer is ex-
ceptionally linear. When driven, the outer SQUID loop
activates a three-wave mixing process that obeys a strict
selection rule that we call parity protection, forbidding a
significant fraction of the remaining parasitic processes.
This means that the mixer is not just Kerr-free when
driven, but the Kerr-free bias point also coincides with
the extinguishment of all even-order nonlinearity simul-
taneously.

II. THE LINEAR INDUCTIVE COUPLER

We now introduce the new mixer and highlight the
advantages that arise from its inherent symmetry. We

start by reminding the reader of the Differentially Driven
SQUID (DDS), a symmetric superconducting loop that
contains two junctions, such that the drive always causes
an equal and opposite phase drop across the two junc-
tions. Imposing this symmetry on the driven circuit re-
sults in the coherent cancellation of half of the nonlinear
resonances allowed in a single junction circuit, signifi-
cantly cleaning up the parasitic processes that this mixer
can activate, even when strongly driven. However, this
coupler still retains its idle Kerr nonlinearity, and has
significant driven frequency shifts.

The improved circuit we propose shunts a DDS with a
linear inductor, and biases the circuit at a constant ex-
ternal DC magnetic field of half a flux quantum thread-
ing the SQUID loop. The inductive shunt is placed in a
precise manner such that the drive across it exactly can-
cels when the outer SQUID loop is differentially driven
(see Fig. 1c). Biasing this circuit at half flux would gen-
erally set its frequency to zero in the absence of the linear
inductor, since the junctions in its outer loop are biased
to effectively infinite Josephson inductance. However,
the presence of the shunting inductor stabilizes the cir-



cuit and sets the mixer’s frequency when undriven.
More precisely, the Hamiltonian of the mixer can be
written in terms of its two available degrees of free-
dom under the above symmetry constraints, the flux-
induced differential phase across each junction ¢ =
(¢pc + dac) = %@ext, and the common mode phase

across the circuit 6 that is conjugate to the charge n on
its capacitive island:
02 .
Hue = AEoi® + By = +2E sin (¢ — m/2) cos6. (1)
| S ——

static

driven

Following standard mnotation in circuit quantum-
electrodynamics, EF¢c denotes the circuit’s charging en-
ergy, E'; the Josephson energy of each junction in the
outer loop, Ey, the inductive energy of the shunting in-
ductor, and A has been set to 1. Note that any static
charge offsets are redistributed by the shunting induc-
tor, and hence absent in the Hamiltonian. For the cir-
cuit’s potential energy to have a single-valued solution at
all values of DC flux, the shunt’s inductive energy must
dominate the circuit E;, > 2F;, which is equivalent to
its frequency never crossing zero (Fig. 2a).

Let us now analyze the circuit’s behavior, both when
idle and when driven. At the special flux point of
¢pc = %, the nonlinearity of the circuit completely dis-
appears when idle, resulting in an exactly linear static
Hamiltonian:

42
Hyne [g] = 4Ech? + EL% (2)

This is beyond a simple ‘Kerr-free’ mixer — at this flux
point, the circuit’s static nonlinearity at all orders van-
ishes. We will show later that this property holds even
in the presence of experimental imperfections like a par-
asitic series linear inductance, which is often present in
realistic mixers due to geometric constraints. The mixer
hence provides an extremely linear environment to any
modes it mediates a coupling between in the coupler
context, which is particularly useful for bosonic control.
We thus name this mixer the ‘Linear INductive Coupler’
(LINC).

When the LINC is driven, the drive exactly cancels
across the shunting inductor by design and does not dis-
place the common-mode phase. The LINC’s Hamiltonian
is thus separable into two non-interacting parts, the un-
driven and the driven, as shown in Eq. 1. The driven
portion contains beneficial symmetries due to the bal-
ancing of the drive, enforcing a selection rule on the
allowed nonlinear processes in a manner similar to the
DDS. Only processes where the number of coupler and
resonator photons are even can be activated. Even within
these, processes that are even-order in the drive, like the
drive-induced frequency shift, are suppressed. This is in
stark contrast to prevalent mixers like the SNAIL, where
nominally every process can occur, but individual nonlin-
earities can be manually tuned to zero at specific flux bias

points. We will show that this selection rule significantly
expands the frequencies and strengths at which the LINC
can be driven without causing spurious transitions, and
reduce inter-modulation products in the presence of mul-
tiple drive tones. At leading order, the LINC functions
as a three-wave mixer, activating either a beamsplitting
(red sideband/ conversion) or squeezing (blue sideband/
gain) process when driven with a single tone of appropri-
ate frequency.

We note that while the simultaneous balancing of the
drive and the bias of this circuit is novel and crucial to its
function, the circuit topology itself is fairly common in
literature [20, 37—40]. The LINC is a sibling to the Asym-
metrically Threaded SQUID (ATS), with nominally iden-
tical circuit geometries but an exactly opposing notion of
bias point. This allows the LINC to be optimized as a
three-wave mixing coupler, while the ATS is utilized for
Kerr-free four-wave mixing applications, like parametric
two-photon dissipation [20]. The LINC also shares its
topology with the gradiometric SNAIL [37], where the
flux bias in the SQUID loops is used to tune the effec-
tive junction ratio of a regular charge-driven SNAIL, and
symietry is not a strict constraint. One key physical fea-
ture where the LINC might differ from these circuits is
in its shunting inductor, which for the SNAIL and ATS
typically consists of an array of a few junctions. Since
bosonic applications might require highly linear idle cir-
cuits, the LINC shunt could benefit from using high ki-
netic inductance materials such as NbN or granular Alu-
minum (grAl), or a meandering geometric inductor, to

minimize its static nonlinearity.

III. IDLE NONLINEARITY AND
DECOHERENCE

While the well-controlled mixing properties of the
LINC make it advantageous for a number of applications,
the LINC particularly shines as a coupler for high-Q
bosonic quantum control. In this context, the LINC must
activate a parametric coupling to one or more resonators
(bosonic modes) when driven, and minimally spoil their
quantum information when static. Since the resonators
in isolation are linear and only incur slow single-photon
decay errors (at rate fyes), an ideal bosonic coupler must
neither limit this decay rate, nor introduce any additional
nonlinearity or dephasing to the resonators. Suppressing
the decay inherited from the coupler limits the allowable
energy participation [41] of the resonator in the LINC
mode, which we assume for the rest of this article to be
Pres = 0.01. Minimizing the resonator nonlinearity and
dephasing bounds the acceptable static nonlinearity of
the coupler. It is important to note that, while a four-
wave mixer like the transmon or DDS induces resonator
dephasing through the cross-Kerr (dispersive) interac-
tion, a three-wave mixer like the SNAIL or LINC sup-
presses such dephasing but can introduce low-frequency
fluctuations from flux-noise. We analyze the effect of
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FIG. 2. Static Hamiltonian and flux noise sensitivity.

a, The static LINC frequency and Kerr as a function of DC
flux. Numerical values (solid lines) are calculated by exact di-
agonalization of a LINC Hamiltonian with Er /h = 52.8 GHz,
E;/h =15.84 GHz, Ec/h = 100 MHz, with the center shunt
composed of an array of 10 junctions, where h is Planck’s
constant. Overlayed analytic curves follow Egs. 3 and 4. At
the operating point of ¢pc = 7/2, the coupler is linear. b,
Three-wave mixing strength (dashed black) and sensitivity to
flux-noise (yellow) as a function of DC flux. The former is
calculated from a Floquet simulation of a parametric squeez-
ing process. The latter is a simple derivative of the static
frequencies calculated in part a (1/27 dwy, /d®). These quan-
tities are equal, up to a scaling factor of 2 (see Appendix A).
¢, Inherited dephasing for a coupled quantum memory, as a
function of DC flux. Thermal noise-induced dephasing is cal-
culated for a coupler thermal population of 2% and T4 of 20
us, and is minimized at the operating point, where the cou-
pler is linear. The low-frequency dephasing due to inherited
flux noise is calculated through Eq. 7, with noise amplitude
As = 1u®o/ VHz. The latter dominates memory coherence,
but may be suppressed through dynamical decoupling.

both the LINC’s linearity and propagated flux noise be-
low.

The ideal LINC’s nonlinearity goes to zero at the op-
erating point, as shown in Fig. 2a. The curious shape
of this curve can be explained entirely analytically by
considering the flux dependence of the fourth-order non-
linearity (see Appendix A):

ar, [ppc] = —2E; cos gpc (Ozpf [<Z5Dc])4
2FE; cos ¢pc (3)
- Eo.
Er +2FE; cos ¢pc

Note that the un-driven LINC has no third-order non-
linearity at any bias point (¢pc), and thus has no per-
turbative corrections to the coupler’s idle Kerr. This
means that the LINC’s self-Kerr and cross-Kerr to cou-
pled modes always simultaneously go to zero at the same
operating point. The LINC’s frequency can also be sim-
ply calculated through:

wr, [(/)DC} = \/8EC (EL + 2EJ COS ¢DC> — ], [ngc] . (4)

We derive these analytical results in Appendix A and
show them overlayed with exact numerical diagonaliza-
tion in Fig. 2a. These analytics describe static physics
near the operating point exceptionally well, and only de-
viate from numerics around ®pc = Py, where the trun-
cated Taylor expansion does not accurately represent the
coupler’s nonlinearity.

If instead of an ideal inductor, the LINC’s shunt is
composed of an array of N Josephson Junctions, its static
Hamiltonian at the operating point is given by:

| Lo i
Hiine [2] =4Ecn* — NEyg, jcos ~ )
OZL|% :Ec/N2,

where each junction in the shunting array has been
scaled appropriately to preserve the same total induc-
tance (Er,; = NEpL). To keep the effect of any inher-
ited resonator nonlinearity smaller than the resonator’s
linewidth, the number of junctions in the LINC shunt

must be greater than (pZ ,;iEc/k) %, for an intended res-
onator population of . However, note that the LINC
behaves as a protected three-wave mixer even if it is not
this linear, including when its shunting inductor is just a
single Josephson Junction [39].

While nulling the LINC’s nonlinearity suppresses shot-
noise induced dephasing, a major alternative source of
dephasing in any LINC architecture will be low-frequency
flux noise. In fact, since the LINC is a flux-driven three-
wave mixer, there is an exact trade-off in the sensitivity of
the coupler to flux noise and the effective 3-wave mixing
strength gswm (see Fig. 2b). This means that at the op-
erating point of gpc = 7/2, both the g3ywm and flux-noise
sensitivity are close to maximum (anti-sweet spot). How-
ever, since the LINC itself remains in the ground state,
this dephasing is primarily harmful if it propagates er-
rors into the desired parametric process, or to the modes



that are statically hybridized with the LINC. The effect
of flux noise on the strength of the parametric process
can be estimated by the simplified infidelity limit:

27 dQSwm 2 o0
1-— < ! y
o= (gamn d® ) W/O Sealf] gy [f7e] df
2EJ>2/1/"'g 1
“\E — Soalf] df.
( EL 1/ Tox @% <I>¢'[ ]

(6)

Here S3a[f] is the spectral density of flux noise, gn[f7g]
is a characteristic function defined by the pulse se-
quence, and the flux-noise sensitivity is analytically de-
rived (see Appendix A). For an upper bound on the
infidelity, we approximate gy as a rectangular window
between the relevant timescales of a single gate (7, ~
1 ns) and the total experiment (7exp ~ 1 s). Note that
the quadratic dependence on flux-noise sensitivity as-
sumes that the variance in the strength of g3y is slow
and small, and therefore appears as a coherent offset
to the intended pulse evolution. For 1/f type noise
Sealf] ~ A%/f, typical values of the noise amplitude
Agp ~ 1 u®o/v/Hz at 1 Hz [42-44] lead to an estimate of
1—F, ~ 10719 which means this mechanism should not
be a limiting factor in the mixer’s performance.

A more relevant effect might be the inherited flux noise
in coupled information-storing modes, which we estimate
analytically in Fig. 2c. This inherited dephasing scales
 Pres[45, 46];

Ky X \/(dwres/dq))z/ooo Sea|f] gn[fT] df

de
dd

(7)
Ag C,
$pc=7/2

where C' = /2|In (277 /Texp)| ~ 3 — 5 is a slow time

dependence on when kg is evaluated (7), and the total
length of the experiment (7exp). The inherited dephasing
can therefore be significant, but it is low-frequency, which
means it could be mitigated with techniques like dynami-
cal decoupling [42—44], or stabilized bosonic codes[20, 23].
This makes it potentially still beneficial to operate near
the anti-sweet spot, where the coupled resonator is sen-
sitive to inherited flux noise but not to thermal noise-
induced dephasing, since the latter requires non-trivial
strategies for suppression [47-49].

=~ Pres

IV. THE LINC AS A DRIVEN MIXER

We now focus on the driven behavior of the LINC and
its performance as a balanced quantum mixer. With ideal
symmetry, the LINC’s driven behavior is independent of
its center shunt (up to a normalization of its impedance),

and is given by:

Hdriven = 2ECJ sin ¢AC COS é . (8)

odd even

There are two important points to note about this driven
Hamiltonian. The first is that the drive, ¢ac, acts on
an entirely orthogonal degree of freedom to the LINC
mode. This means that the drive does not displace the
mode, and the LINC in general remains in its undriven
ground state, similar to the DDS [21]. In stark contrast
to charge-driven mixers like the transmon or the SNAITL,
this decouples the effective drive strength from the fre-
quency of the LINC mode, allowing for independent op-
timization of the drive delivery and LINC frequency.

Second, the order of the allowed parametric processes
obeys a strict selection rule — the only processes allowed
are of the type ¢X‘Cé"L, where n is strictly even. We call
this selection rule ‘parity protection’, analogous to the
selection rule in the DDS. Interestingly, the LINC has
this parity protection at arbitrary operating points, even
though it is only linear at ¢pc = 7/2. Note that despite
the drive amplitude appearing as an odd function in the
Hamiltonian, there is only a weak parity protection in the
number of drive photons m. This is because modulating
the drive parameter ¢ 4¢ can also modulate the spread
of the wave-function 0, s, causing non-trivial corrections
to the strength of parametric processes. Additionally,
odd-order processes can combine at higher orders in per-
turbation theory to form even-order processes. The sim-
plest non-trivial effect where this is observable is in the
driven frequency shift of the LINC, which is suppressed
but non-zero at the operating point (see Fig. 3b). How-
ever, since the LINC is a ‘true’ parametric coupler, all
such effects are well-predicted by measuring static prop-
erties of the LINC as a function of the parameter (¢pc),
and computing appropriate derivatives. We explore this
in more detail in Appendix A.

The dominant mixing process in the driven LINC is
an effective 3-wave mixing process, which for small drive
strengths at ¢pc = 7/2 is given by:

E N2
Hgi)ven = <ﬁ) wr J1 (|¢ac]) coswat (c+ cT>

) (9)
~ ggwml|z dac(t) (é+ éT) ;

where w; = /8EpFEc is the frequency of the LINC
mode at the operating point, ¢ and &' are its ladder
operators, Ji(z) is the first-order Bessel function, and
dac(t) = |pac| coswgt is the drive. For two modes Alice
(é, we) and Bob (b, wp) that are coupled to the LINC
(with energy participations p, and pp), driving at select
frequencies can activate various desired processes, such
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FIG. 3. The LINC as a driven mixer a, LINC beamsplitting strength (gps) and Kerr (ar) as a function of drive strength
(¢ac), from an exact Floquet simulation. While the LINC is Kerr-free when idle, higher-order nonlinearities can induce a
driven Kerr. This can be suppressed by arraying multiple LINCs while preserving the (driven) flux through each LINC loop
(arrayed 3x, dashed). b, Driven LINC frequency shift (solid purple) vs drive strength. Unlike in charge-driven mixers like the
SNAIL, this frequency shift is independent of the coupler Kerr, and persists even if the coupler is arrayed (dashed purple). It
is possible to minimize this shift by biasing to a flux point where the coupler frequency has an inflection point as a function of
DC flux (dotted black). ¢, Steady-state driven purity of the LINC (brown) and SNAIL (yellow) at constant drive amplitude
(pac = 0.27) as a function of drive frequency. Both couplers are operated at a bias point where they are Kerr-free, and their
parameters are optimized to match their beamsplitting strength and frequency at this bias point. Each coupler is simulated
with equal decay, dephasing, and coupling to an external qubit (wgy = 4.9 GHz). The LINC displays a significantly cleaner
driven spectrum due to its parity protection. d, Steady-state driven purity of the LINC (brown) and SNAIL (yellow) in the
presence of two drive tones (each with ¢pac = 0.17), displaying the effect of parasitic intermodulation products. The two drive
frequencies are scaled simultaneously maintaining a fixed ratio of 2:3, to ease Floquet-Markov simulations.

as: not directly harmful, as the LINC remains in its ground
state when driven, but it can induce undesired inherited
Kerr in coupled linear quantum modes. Since the Kerr
A “ arises from higher-order nonlinear effects, it can be sup-
) (10) pressed simply by arraying multiple LINCs while keeping
the strength of the desired process constant. This results
in the following Hamiltonian, assuming each LINC loop

gBS = 915 = 20Sa ~ G3wm|PAC|\/DaDb is still threaded by the same flux (see Appendix A):

wqg =2 (A‘LQ A2>
d = 2Wg = gsal|d' +a

with p, = pp for the single-mode squeezing process. The g g a2 Er 72

strength of the first of these (beamsplitting) has been LING = 4Ben” + 9

shown in Fig. 3a for illustrative purposes. ) (11)
While the LINC is linear when un-driven, turning on a —2M?%E;sin pac cos —,

drive can induce some nonlinearity in the coupler due to

higher-order effects (Fig. 3a). This finite coupler Kerr is where the inductance of each LINC in the array has been



scaled down to preserve the same total inductance. This
suppresses the driven Kerr of the LINC by a factor of
1/M?, as shown in Fig. 3a, and all remaining undesired
processes are similarly suppressed. In fact, with a large
array of LINCs, this circuit element approaches the ideal

three-wave mixing of a modulated linear inductor:
)2
H{) = 4Ecn? + By, (1 + QEﬁqﬁAc) % (12)

L
We analyze the beamsplitter performance of both the
arrayed and un-arrayed LINC in more detail in Ap-
pendix B.

Unfortunately, even an ideal three wave mixer in-
curs drive-induced frequency shifts, as can be seen from

the average frequency of the above element (w(LOO)> o<

<\/(1—|—2EJ/EL¢AC)> # 0. In fact, in contrast to a

charge-driven element like the SNAIL, the driven fre-
quency shift of the LINC is unaffected by arraying
(see Fig. 3b), and is not related to the coupler’s an-
harmonicity. It is instead given by the susceptibility
of the LINC frequency to change in the flux, Awy
d*w/d¢?| .. One can minimize this driven shift (for ex-

us
2

ample, when using the LINC in a parametric amplifier)
by finding the inflection point d?w/d¢? [¢pc] = 0, which
for the perfectly symmetric LINC (with E;/Er = 0.3)
occurs at ¢pc ~ 0.5947 (dotted line in Fig. 3b). How-
ever, we note that this operating point is not parity-
protected, and therefore might incur other parasitic pro-
cesses that may be less desirable than the coupler fre-
quency shift.

To demonstrate how parity protection helps suppress
parasitic processes, one can examine the driven behavior
of the LINC in the presence of one or more drive tones,
and compare it to a Kerr-free SNAIL. Ideally, both cou-
plers must remain in their ground state even at strong
drive amplitudes, which is a challenge similar to mitigat-
ing measurement-induced state transitions during qubit
readout [34, 35]. For a realistic simulation, we can incor-
porate an environment that induces both coupler decay
and dephasing, which in the presence of the drive can be
transformed into nonlinear coupler heating [26, 36]. We
also include a coupled, information-storing qubit mode,
which must ideally remain unaffected by the coupler dur-
ing any parametric process. Assuming the coupler is not
periodically reset, this coupler-qubit system will reach
a driven steady state after a sufficient number of op-
erations. This steady state will be pure if the coupler
remains in its ground state, i.e. is neither affected by
parasitic transition, dressed decoherence, nor stray in-
teractions with the qubit. Any impurity in the coupler
state will translate into an infidelity in the desired para-
metric process, due to state-dependent shifts of the pro-
cess’ strength and resonance condition (see Appendix B).
We thus evaluate the purity of the driven coupler steady
state as a measure for evaluating coupler performance.

In Fig. 3c, we compute this driven purity for a 6.5
GHz LINC through Floquet-Markov simulations, with

7

decay 1 = (26.7us)~!, flux-noise dephasing See|w] =
[1u®/v/Hz?/w, and coupling to a qubit (4.9 GHz) in
Fig. 3c. The comparison to an equivalent SNAIL, with
identical frequency, beamsplitting strength and decoher-
ence at the Kerr-free point, makes the advantage of parity
protection clear — the LINC remains significantly more
pure at all drive frequencies. This advantage is even
more apparent in the presence of multiple drive tones,
where the SNAIL sees substantial spurious transitions
over most of the frequency range, but a large fraction of
these inter-modulation products are suppressed by parity
protection in the LINC (Fig. 3d). Overall, these simu-
lations show that in realistic settings, the LINC should
offer important advantages over the SNAIL in high-Q
and multi-tone applications.

V. EFFECT OF ASYMMETRY AND
PARASITIC INDUCTANCE

Our analysis of the LINC so far has been restricted
to a perfectly symmetric circuit under a purely differen-
tial DC flux and drive. However, practical implementa-
tions of the coupler will come with experimental imper-
fections, and it is important to consider the effect of finite
asymmetry on the LINC’s static and driven performance.
Specifically, we want to evaluate whether the LINC re-
mains quasi-linear when idle, and whether it retains the
parity protection in its driven processes.

To quantify the asymmetry of the outer junctions, we
use the ratio (Ej; — Ej2)/Er = Ba, which from fab-
rication imperfections we expect to be < 2%. The sec-
ond imperfection is a finite difference in the DC flux in
the two LINC sub-loops, arising from a gradient in the
residual magnetic field in which the experimental pack-
age cooled down. This imperfection is in principle pos-
sible to cancel in-situ with two dedicated flux lines per
coupler, such that the relative currents in the flux lines
can be tuned to achieve arbitrary flux biases in the two
sub-loops. However, the LINC ideally only requires a
single fast flux line for its drive and DC flux, which al-
ways applies symmetric flux to both sub-loops. In this
scenario, a residual DC flux difference ¢a will change
both the LINC’s driven and undriven behavior, which
we will analyze below. In the fully general case, one
may also have an asymmetry in the applied drive due to
imperfect drive line engineering, which might also affect
performance. However, this asymmetry can be largely
avoided by appropriately designing the flux distribution
and capacitance matrix of the device, aided by numerical
simulation techniques [21, 50].

Let us first analyze the effect of asymmetries on the
linearity of the idle LINC. Since the drive is off, the asym-
metries to consider are the junction and DC flux asym-
metries, both of which result in an effective shift in the
potential minima of the LINC to §2* 2 (. Specifically,

. 2
0"3‘““ ~ g(bA — ﬂA (13)



to lowest order in Sa and ¢a. This new minima results
in a change in the undriven potential, meaning that Tay-
lor expansions to compute parameters of interest should
be expanded about this new point. In light of this shift,
the static Kerr at the operating point becomes (see Ap-
pendix C)

7"~ Efasin (¢A -1+ ﬁ)ﬂA) (14)
for small asymmetries. Thus any static nonlinearity
gained by the LINC in the presence of these asymme-
tries is only second-order in {fa, ¢a}. Notably, the sign
of the individual asymmetries is important, as the two ef-
fects can either constructively or destructively interfere.
Additionally, in the absence of junction asymmetry, the
static Kerr is nulled for any value of ¢a. As a reference,
for a fa = 2% and a pa = —F x 1%, the static Kerr of
the LINC is roughly —130 KHz for an E. = 100 MHz.
Additionally, the shifted Kerr-free point can be found by
changing the symmetric flux bias by less than 0.0057 (see
Appendix C).

When a LINC with non-zero asymmetry is driven, the
LINC may turn on processes that would have otherwise
been parity-protected. As an example, we consider the
third-order mixing process involving two drive photons
and a single LINC photon, corresponding to a parasitic
sub-harmonic displacement of the coupler. This process
is always allowed in any charge-driven mixer (like the
SNAIL), yet is forbidden in the ideal LINC. The strength
of this process, which we represent as Hy,, = 91,2¢2Ac<é+
éh), is given by (Appendix C):

Erl.ps

L[5 + 5 5sin(a — 6a)]  (15)

gi2 = —
and is thus linearly sensitive to both junction and flux
asymmetry, with their relative sensitivity depending on
Bx. For modest asymmetries (again Sa = 2% and
¢a = —% x1%), the relative suppression of such parasitic
resonances is glggzﬁic/ggquAc ~ 5% for ¢pac = 0.2, still
achieving over an order of magnitude reduction compared
to an ordinary 3-wave mixer.

Finally, for reasonable coupler geometries, one may ex-
pect the LINC to have a non-negligible parasitic linear
inductance in series with the coupler. Such a parasitic
inductor often has an impact beyond diluting the driven
nonlinearity of a general coupler — for example, in the
SNAIL, this can cause the Kerr-free operating point to
shift significantly. In the LINC, this linear inductance is
far less harmful, since it does not directly interact with
the flux (drive) degree of freedom. In fact, any parasitic
series inductance fully preserves the linearity of the idle
LINC at the same operating point of ¢pc = 7/2, where
every even order nonlinearity (including Kerr) is simul-
taneously suppressed. On the other hand, parasitic in-
ductances within the LINC loop, while relatively small in
magnitude, may shift the linear operating point slightly.
We include a detailed analysis in Appendices D and E.
Overall, our simulations predict that the LINC remains

a robust and protected quantum mixer in the presence of
realistic experimental imperfections.

VI. CONCLUSIONS AND OUTLOOK

We have introduced a protected quantum mixer that
combines the benefits of Kerr-free three-wave mixing and
mixer balancing. This results in a nonlinear element that
is nearly linear when idling, and only activates its non-
linearity when it is driven to turn on gates. Even when
driven, the mixer balancing enforces selection rules that
prevent a large fraction of the parasitic processes allowed
by a general Josephson nonlinearity. The benefits of such
a mixer are significant, offering possible advantages in
bosonic and qubit control, frequency conversion, and am-
plification.

In the bosonic context, the LINC promises to break
the trade-off between fast nonlinear control and the idle
errors introduced by a nonlinear ancillary mode (similar
to [25, 51-53]). This is particularly important for multi-
photon encodings, where inherited Kerr and thermal-
noise induced dephasing irreversibly spoil logical infor-
mation. Even in single-photon encodings like the dual-
rail bosonic qubit, the LINC should reduces static disper-
sive interactions between neighboring oscillators, while
enabling fast and clean universal control through para-
metric beamsplitting. This advantage could even extend
to non-Gaussian control, where the LINC could serve as
an interface between the bosonic mode and its ancillary
qubit, effectively shielding the nonlinearity when idling
[54].

The parity-protection in the LINC could also pro-
vide important advantages in its power handling and
multi-tone operation. This is useful in multiple contexts,
with the simplest being the activation of a simultaneous
parametric coupling between multiple neighboring ele-
ments. If the LINC were used as an amplifier, an ar-
ray of LINCs should perform equivalently to an array
of balanced RF-SQUIDs, potentially outperforming both
SNAIL and regular RF-SQUID based amplifiers. Such
an implementation would potentially allow simultaneous
gain at multiple frequencies, easing the constraints on
multiplexed readout [55, 56]. Finally, the LINC could
also simultaneously activate multiple types of paramet-
ric processes, giving rise to new bosonic control tech-
niques. For example by activating a resonant beamsplit-
ting and two-mode squeezing between two oscillators in
the high-Q regime, one could realize a direct paramet-
ric quadrature-quadrature coupling between them, en-
abling two-qubit gates for the Gottesman-Kitaev-Preskill
(GKP) code [57, 58].

The advantages predicted in our simulations will re-
quire experimental proof, which is the subject of imme-
diate future work. Specifically, one must solve the engi-
neering challenges of delivering the differential bias and
drive in a compact architecture, and fabricating high-
Q shunting inductors or junction-array. However, the



analysis of the LINC’s sensitivity to small asymmetries
shows that its experimental implementation need not be
impractically precise, and that the coupler should per-
form well even with realistic imperfections. Overall, the
LINC is a promising new element in the toolbox of su-
perconducting quantum circuits, offering a unique com-
bination of linearity, high-fidelity control, and practical
design constraints.
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Appendix A: Analyzing the LINC circuit

We derive here the Hamiltonian of the LINC circuit,
along with analytical formulae that describe its domi-
nant characteristics, as a function of its operating DC
flux point. The circuit in Fig. 4 contains three inductive
branches, and two galvanic loops that can be indepen-
dently threaded by DC magnetic flux, setting its operat-
ing point. In the presence of non-zero field, each of these
three branches can incur a different voltage drop across
them, with corresponding superconducting phase drops
across the three inductive elements, él, és and 65. We
will rewrite these phase drops in terms of more conve-

nient independent variables,
= (é1 + 65 +9S) /3
Qgsym = (é1 - éz) /2
Dusym = (81 + 6~ 20,) /2.

(A1)

éc corresponds to the common mode of the circuit, and
is the phase variable conjugate to the charge on the ca-
pacitive pads (f2.). In the absence of a magnetic field,
this phase fully describes the circuit, which behaves sim-
ilar to an inductively shunted transmon (IST, [59]). A
symmetric flux in both loops displaces ésym., and forms
the bias and the differential drive for the LINC. An anti-
symmetric flux on the other hand, displaces @asym and
forms the bias for the asymmetrically threaded SQUID
(ATS) mode of operating the circuit.

The full Hamiltonian, with no assumptions on symme-
try, is given by:

Hpya =

¢asvm/3) Sln(¢svm

)

) sin(6c) si
E; —Ey) cos(éc) sin )
) sin(6e) cos(Pasym/3) Sln(¢sym)(

(
(
A2)
For the rest of this section, let us assume that all symme-
try constraints in the circuit are satisfied, specifically that
the outer junctions have equal Josephson energy E;, and
any DC flux and drive enter both loops symmetrically.
We will explore the effects of deviating from this ideal
in Appendix C. This constraint lets us set (ﬁasym =0,
thus giving:

(01 + 02) = 26,
- 05 = ésa
o (A3)
=0.+ ¢ sym s
é :é ésym

We additionally assume the symmetric flux degree of free-

dom ésym is stiff, and can be replaced by a classical vari-

able ¢; = (quﬁSym> = W%f:ﬁ where ®jo0p, is the total flux

threading the outer loop and ®( is the flux quantum.
Note that this assumption is only valid for a weakly cou-
pled flux-drive port, and is similar to the usual treatment
of the differential mode in a SQUID circuit [21]. Under
these assumptions, Hgy) reduces to the LINC Hamilto-
nian in the main text:

2

0 ~
Hyine = 4Eon? + ELE“ —2Ejcospgcosb., (A4)

where at the operating point, ¢4 = 7/2 + ¢ ac.
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FIG. 4. Analyzing the LINC circuit a, Modes of operation of the circuit. The circuit, with an arbitrary inductive element as
its center shunt, is defined by the three variables {61, 02, 6s}. These can be re-written in terms of the more operationally relevant
charge-dipole (6.), symmetric lux (Gsym), and anti-symmetric flux (¢usym) modes. b, LINC three-wave mixing strength as a
function of the operating point, comparing analytic formula (grey dashed, Eq. A10) to exact time-domain and Floquet results
from a squeezing operation within the LINC (gsr,, black) and a beamsplitter operation between two external resonators (teal,
details in Appendix B) respectively. The discrepancy in the beamsplitting prediction may be due to driven changes in the
effective resonator-LINC participations, which are captured in the Floquet simulation but not in the analytics. ¢, Comparison
of the analytic formulae (grey dashed, Eq. A12) to exact Floquet simulation for driven coupler Zeeman shift as a function of

DC flux, for fixed drive amplitude ¢pac = 0.17.

Let us now analyze the LINC’s frequency and nonlin-
earity analytically, through a Taylor expansion. Since the
two variables 6. and ¢q are independent, our strategy in
general will be to study the bi-variate Taylor expansion
of the LINC potential ULINC(écy ¢4) about its minima at
9?“‘ = 0 and ¢4 = ¢pc. However, this expansion comes
with a subtlety — we aim to study the LINC’s physics in a
bosonic basis defined by ladder operators {é, éT}, where

b= 0upy (6+2")
1/4
2E¢

U inc /062

Op = (A5)

6.=0
9E 1/4
:(EL+2EJCOS¢(1) ’
The bosonic basis is thus itself a function of the LINC
flux point, and modulating this flux modulates not just

the LINC potential, but also the effective spread of the
un-driven wavefunction 6,,¢(¢4). This latter modula-

tion results in an important re-normalization of the LINC
physics, for example, resulting in a non-zero driven cou-
pler shift at ¢pc = m/2. We can capture this physics by
expanding the LINC potential as follows:

E R
UrLine = TLGE —2FEcos ¢gcosf,

_ oy 2 (2 Uuwe) 02 )| e
me&even, a¢2 aézn 0 m! n! (AG)
" ¢ $pC
= Z Imn [¢DC] ¢740 (é + éT) ,
meeven,

n

with generalized parametric strengths g,,, defined as:

1 " /n 0k9;';,f
gmn[(ﬁDC} = m Z k Um,n—k 8(,255 ,
k=0 Pa=¢DC
O TF Upine
Um,k = T Ak
o0m 0% §.—0

(A7)



The expansion in Eq. A6 explicitly only contains the
even terms in m, highlighting that the inherent parity-
protection rule holds at arbitrary operating points. Note
that at ¢pc = m/2, an additional protection is enforced
which sets part of the LINC potential to zero, which
makes the un-driven Hamiltonian linear:
Um>2, O‘d’DC:Tk’/Z =0. (AS)
We now derive the LINC’s frequency, effective three-
wave mixing strength, and anharmonicity explicitly. We
first use Eq. A6 to expand the undriven LINC Hamil-
tonian to fourth order, deriving its frequency (wy) and
Kerr nonlinearity (ar):
ata, QL o424
H(4) ‘ = chTc + et e?
LINC|, g B

wr[épc] =4 g2.0[¢pc] + ar[dpc]
= \/8Ec(EL +2E; cos ¢pc) + ar, (A9)

ap[¢pc] =12 gaolépc]
2F jcosppc
Er +2Fjcos¢pc ©

At the operating point, wp[r/2] = +8ELEc and
ar[r/2] = 0. This analytical prediction is overlaid on
results from an exact diagonalization of the Hamiltonian
of a LINC with a realistic center shunt comprised of an
array of 10 junctions in Fig. 2a.

Similar to the static derivation, one can also find the
effective three-wave mixing strength when driven:

93wm [¢DC] =2 g21 [QsDC}

E; 2E1 Ec in
= — ————— Sln
Ep 1+2%COS¢DC pe (A10)
= ™ _ EJ
93wm 2| T 2E, wr-

Note that this is almost exactly half the flux noise sensi-
tivity dwr/dépc = 4921 +dor/dépc, due to conventions
for the definition of g3, chosen in Eq. 10. This ana-
lytic formula matches the numerically derived three-wave
mixing strength reasonably well (Fig. 4b). The latter
is calculated from a Floquet simulation of either a self-
squeezing of the LINC (with an added Kerr to induce
|0) <> |2) oscillations), or a full beamsplitting process
(see Appendix B). It is also simple to derive the relative
sensitivity of this process to flux noise, for Eq. 6 in the
main text:

1 dgswm|  1+cos® dpe + £ cos gne
93wm d¢ #pC sin ¢pc (g—ﬁ + 2 cos ¢Dc)
27 ngwm ~ 1 2EJ
93wm dd D /2 (I)O EL ’

(A1)

11

where we have used ¢pc = ‘}%OCPDC.
Finally, the driven Zeeman shift, which is independent
of the coupler’s Kerr nonlinearity, is given by:

Aw[¢pc, dac] =2 g2.2[¢pc] |ac|®

Ly 2Fc y
92,2 = 4 EL + 2E,] COS ¢DC

E;(1+ cos® ¢pc) + Ef cos dpc
EL + 2EJ COSQZ)DC

(A12)

2

— Aurlr/noscl = (32 ) wr loack
L
This matches realistic Floquet simulations of the Zeeman
shift with ¢p4c = 0.1wsinwyt well, as seen in Fig. 4c.
Note that this Zeeman shift can also be used to analyti-
cally account for changes in participations during driven
operations.

In pursuit of additional linearity, one could also choose
to array the LINC with M LINC loops, shunted by a
single capacitor. To preserve the same frequency and
parametric process strength as the single-loop LINC, the
inductive energy Ej and Josephson energy Ej of each
loop must be scaled by M, and the drive and bias in
each loop must be nominally identical to the single-loop
device. This simple extension of the circuit can be an-
alyzed by the transformation 0, — éC/N, (Er,Ey) —
(MEp, MEj), resulting in Eq. 11 in the main text. In ef-
fect, this preserves the inductance and three-wave mixing
of the LINC, but suppresses all higher processes o ¢2" by
a factor of 1/M?("=1)_ As M — oo, this approaches the
ideal three-wave mixing properties of a linear resonator
with a modulated inductance (Eq. 12).

Appendix B: Driven operations with the LINC

We now analyze the LINC as a parametric coupler
and evaluate its performance in a realistic frequency-
stack. Consider the LINC coupled to two resonators
(Alice and Bob) with linear coupling strengths and fre-
quencies gq,wq and gy, wp. One can analyze the resulting
dressed Hamiltonian through a simple transformation:

&= ¢+ \/Dal + \/Dob
) pb:<ga ) (gb ) (B1)
as ALa b ALb b

where Ay 4 = wr, — wgep. In a frame rotating at w,, the
Hamiltonian of the system up to the third order is then:

Hiym = (:)aaT& + (:)blN)TlN) + (Z)LéTé

‘¢;C| <6iwdt +67iwdt> % (BQ)

R 2
(@a+mé+a+h.c.>

+ g3wm
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FIG. 5. Parametric beamsplitting with the LINC a,

Driven avoided crossing due to the beamsplitter interaction
between two storage modes, Alice (4.9 GHz) and Bob (6.0
GHz), as a function of drive detuning from beamsplitter res-
onance, at a fixed drive amplitude of ¢pac = 0.2w. b, Driven
frequency shift of each mode for an unarrayed (solid lines)
vs arrayed (dashed lines) LINC. Arraying does not make a
noticeable difference. ¢, Driven Kerr of each mode for an
unarrayed (solid lines) vs arrayed (dashed lines) LINC. Ar-
raying 3 LINCs reduces the inherited Kerr by a factor of ~ 9.

It is then simple to derive the strength of each parametric
process when the drive frequency wy is set to the appro-
priate resonance condition, as in Eq. 10.

While it is convenient to follow analytic derivations
from Hjym, from an experimental perspective, it is diffi-
cult to directly measure g3y, and p,, pp. Since these pro-
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cesses are truly a result of modulating the parameter ¢,
one can instead just measure the frequency dependence of
the Alice and Bob modes as a function of operating flux
¢pc, and then take appropriate derivatives of these flux
curves as in Eq. A7. For the beamsplitting process, this
results in a simplified relation (ignoring driven frequency

shifts):
- awa 8wb
88 d¢pc dgpc

which is similar to other flux-driven couplers [60, 61].

To numerically demonstrate such a parametric beam-
splitting process, and highlight the difference between
the LINC and the SNAIL coupler devices, we consider
the specific frequency stack of w, = 27 x 4.9GHz,
wp, = 27 X 6.0GHz, and w., = 27 x 6.5GHz, with
Rabi coupling strengths of g, = 27 x 120MHz and
gbe = 2m X B0MHz. We choose the LINC circuit param-
eters as Ec = 27 x 100MHz, E; = 27 x 15.84GHz, and
Er = 27 x 52.8GHz. With M LINC loops in an array,
the system Hamiltonian is given by

dac

5 (B3)

Hiine = waala 4 webTh + weete

- gac(&T - &)(éT - é) - gbc(i)Jr - B) (éT - é) <B4)

r2 . ec

2M*Eysin ¢ac cos U
assuming that each LINC loop is modulated by ¢ext =
T/2+ dac.

Using standard Floquet theory, we can numerically
compute the quasi-energies of the Floquet modes, and
extract drive-induced frequency shifts and Kerr shifts as
a function of the drive frequency and amplitude, which
are shown in Fig. 5. As in the case of the LINC itself,
it is clear that the resonator driven frequency shifts do
not change upon arraying, but their driven Kerr can be
significantly suppressed.

For comparison on driven performance, we also simu-
late a SNAIL circuit with parameters Ec = 27 x 100MHz,
E; =27 x276GHz, and o = 0.193. We model the driven
SNAIL Hamiltonian in the displaced frame as

HsnarL = wadla 4 webTh + weete

- gac(dT - d)(éT - é) - gbc(i)T - b) (éT - é)

0
— aM?E; cosy <9eq,1 + ¢ac + ﬁ)

1 f
- NMQEJ COSpl N <0eq,2 + ¢AC + M) 5

(B5)

where M is the number of SNAIL loops in an array, N is
the number of Josephson junctions in the array of each
SNAIL loop, and feq; is the frustration phase across the
i-th branch of the SNAIL loop, as a result of the dc¢ flux
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Driven coupler infidelity a, Dispersion in beamsplitting strength as a function of coupler (undriven) state

|0),...,|3). The LINC (grey) has significantly less dispersion than the SNAIL (yellow), which is especially important since the
SNAIL is always driven to a displaced state and has coherent shot noise, but the LINC remains in its undriven ground state.
b, Dispersion in the beamsplitting resonance condition as a function of coupler state. The LINC practically has no dispersion
at low drive amplitudes, while the SNAIL has an idle dispersive shift to the resonators even when its self-Kerr is set to zero. At
larger drives strengths these dispersions become similar. ¢, Steady-state impurity of the driven LINC and the (charge) driven
SNAIL, in the presence of decay and flux-noise dephasing, as a function of drive frequency and amplitude. This represents the
available drive space for either three-wave mixer without being driven to a mixed state. Any steady state impurity can spoil
the parametric process fidelity due to the above state-dependent shifts.

penetrating the loop. For consistency, we denoted the
phase displacement of the SNAIL as ¢ 4¢, even though it
has a different physical origination than flux modulation
in the LINC circuit. Under these parameters, the SNAIL
circuit yields the same frequency of w. = 27 x 6.5GHz
as the LINC, as well as the same g3,,m, at its Kerr-free
point of ®oyy = 0.442Py.

We employ time-dependent perturbation theory for
both couplers in the Floquet mode basis [26], to calculate
the Alice-Bob beamsplitter rate given a particular cou-
pler state, |m). This amounts to finding the coefficient
of the effective Hamiltonian,

Hegr = gBs m@' blm)(m| + h.c. (B6)
When the coupler is in its ground state (m = 0), this cal-
culation provides the beamsplitter rate reported in the
main text. When the coupler is in an excited state, we

study the state-dependent shifts of the beamsplitter rate
and resonance condition (Fig. 6a,b), which can dephase
the beamsplitting process if the coupler is spuriously ex-
cited by the parametric drive. Specifically, the amount
of state-dependent dispersion in ggg and Apg sets the
magnitude of process infidelity, given a driven incoherent
excitation to that coupler state.

Finally, using the Floquet-Markov method, we can
calculate the transition rates among different Floquet
modes, their time-domain evolution, as well as the steady
state of the system under drive [62, 63]. We assume
a thermal relaxation spectrum of the coupler to be

Ii(w) = (14 np(w)n, where nifw] = (26.7us) "1,
and np(w) = 1/(e™/*sT — 1) is the Bose occupation
factor. We also assume 1/f dephasing spectrum for the

2
coupler, Spo|w] = %, with a cut-off frequency of 1
Hz. We examine the impurity of the steady state over



different drive frequencies and amplitudes, as a proxy
for process infidelity induced by spurious coupler excita-
tion, as well as other parasitic coupler-resonator interac-
tions that may result in a mixed state. The contrast in
the available drive space for the driven LINC and driven
SNAIL (see Fig. 6¢) illustrates the clear advantage of the
LINC as a cleaner parametric coupler.

Appendix C: Effect of junction and DC flux
asymmetries

In the main text, we have seen how the LINC can lever-
age symmetries of the circuit, of the bias point, and of
the drive to realize a parity-protected three-wave mixer.
Here, we examine the LINC in the presence of some asym-
metries inherent to any experimental realization, and
predict the effect of these asymmetries on device per-
formance.

To begin, similar to our treatment of qZ)Sym in A, we
assume that the asymmetric flux degree of freedom gZ)aSym
is stiff and can be replaced by the classical variable ¢ =
<(?)asym> = ﬂ'%. Here @1, i is the flux threading the
left and right loops respectively, with ¢a represents an
asymmetry in the flux threading the two loops, which
may arise due to residual local gradients in the ambient
magnetic field. Further, to model the effect of imperfect
junction fabrication of the outer arms, we introduce S =
(EJl - EJZ)/EL and 62 = (E'J1 + EJ2>/EL, with EL
setting the energy scale of the system.

With these definitions, we can express the static in-
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ductive potential in the presence of asymmetries as

DN | =

Usat/EL = (e — 20a/3)°
—PBs cos(gq [cos(¢A/3) cos(0.) — sin(éa /3) sin(éc)}

+5a sin(¢q) [cos(gbA/3) sin(f,) + sin(¢a /3) cos(éc)}
(C1)

~

To study the effects that these asymmetries will have
on static properties of the LINC (such as the static Kerr),
we can examine the LINC’s potential at the ¢4 = /2
operating point, where the potential simplifies to

(0. — 202 /3)?

Ufull|¢d:Tr/2 = EL 9

+ Ba (cos(0e) sin(éa/3) + sin(.) cos(6a/3)) | (C2)

=F; (éc — 22¢A/3)2

+ Basin(f, + ¢A/3)‘| )

Notably, the presence of asymmetry shifts the the poten-
tial minimum with respect to . from ™" = 0 to

o ~ §¢A — Ba, (C3)
to lowest order in Sa and ¢a Due to this shift, we must
re-compute parameters of interest by evaluating deriva-
tives at this new #21, following the general framework
given in Appendix A. From this, we find that the LINC
frequency and Kerr nonlinearity are modified to be

wr[ppc] = V/8E.Er(1 + Bx cos(¢q) cos(pa — Ba) — Ba sin(¢a) sin(¢pa — Ba)) + ar[¢nc],

Bs: cos(¢a) cos(pa — Ba) — Ba sin(dq) sin(pa — Ba)

(C4)

ar[épc] = —Ee (

When focusing on the LINC’s behavior at the operat-
ing point, this framework provides us with an approxi-
mate expression of the induced Kerr, given as

102U 4
ezpf

asym

AL T 9 9

0o=0min g y=m/2 (C6)

~ E.fasin(¢a — fa)

to lowest order in asymmetry. However, when comparing
with exact diagonalization of the LINC Hamiltonian in
the presence of asymmetries, we find that an additional
factor must be added to agree with numerics. These non-
idealities, to leading order, therefore induce a static LINC

1 4 By cos(pq) cos(pa — Ba) — Ba sin(¢q) sin(pa — Ba)

) . (C5)

Kerr nonlinearity of

ap"™ = Ecfasin ((bA -1+ ﬁ)ﬂA) : (C7)
While it is not entirely clear where this additional fac-
tor comes from (possibly higher-order corrections to
eq. (C6)), it is clear that the LINC’s Kerr is only second-
order sensitive to asymmetry. To get a sense of the
Kerr landscape, Fig. 7 shows the LINC Kerr computed
by direct diagonalization of the LINC Hamiltonian as
a function of asymmetry. Notably, in the absence of
any junction asymmetry, the LINC is Kerr-free for ar-
bitrary asymmetric DC flux threading the loops, so long
as ¢q = 7/2, interpolating the device between the LINC
(¢g = 0) and the ATS (¢pq = 7/2). Intuitively, when
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FIG. 7. LINC Kerr in the presence of asymme-

tries a, Kerr of the LINC mode at ¢pc = /2, computed
by direct diagonalization. Black contour lines correspond to
lar| = 250,500,750, and 1000 KHz respectively. b, Operat-
ing point ¢q where the LINC is Kerr-free, as a function of
asymmetry. With a minor change in the symmetric DC flux,
the Kerr induced by small asymmetry can be nulled. Black
contour lines correspond to flux values from 98% X /2 to
102% x w/2 in 0.5% increments around the asymmetry-free
DC operating point. c, third-order nonlinearity of the LINC
dipole mode, g3p. With finite junction asymmetry, the self-
Kerr and cross-Kerr-free points will differ. Contour lines cor-
respond to |gso| = 3,6,9,and 12 MHz respectively.

the two outer junctions are identical, their potentials can
entirely destructively interfere, leaving only the potential
of the linear shunt as seen in Eq. C2 for Sa = 0.
Importantly, for small asymmetries, the LINC Kerr al-
ways has a zero-crossing. Thus for applications requiring
truly zero residual Kerr, the symmetric DC flux can be
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tuned slightly away from ¢4 = 0.57 to arrive at a Kerr-
free point, as shown in Fig. 7b. However, straying from
this bias point may compromise some of the protected
driven qualities of the system.

In addition to an ideal LINC’s Kerr going to zero at the
operating point, any cross-Kerr to other modes are also
zero in the absence of asymmetry due to the simultaneous
extinguishment of all g,,~20. However, in the presence
of asymmetry, these other nonlinearities re-appear and
can cause the self-Kerr- and cross-Kerr-free points to no
longer coincide. Specifically, the nonlinear term

1
3!

g30 = 903 =rf
C

bo=omin pu=rjz  (O8)

—ELfBa cos(da — Ba)03,;

will enter into the induced cross-Kerr as XresLINe =
24p2.. (g0 + 6930w /(Wi —4w?)), but enter into the self-
Kerr as K = 12(gs — 5939/wz) [64]. In effect, these
two quantities now rely on an interplay between gsg
and g49, meaning that they can no longer be eliminated
simultaneously[22].

Now that we have studied the implications of asym-
metry on the static behavior of the LINC, we move to
examining the driven behavior. To do this, we can look
at the driven Hamiltonian at the operating point in the
presence of asymmetries

Q

U/BL =3 (B — 265 /3)
+Bs sin(dac) [cos(6a/3) cos(0.) — sin(da /3)sin(6.))]

+Ba cos(bac) [cos(¢>A /3)sin(6,) + sin(pa/3) cos(éc))} .
(C9)

Utilizing Eqs. A6 and A7 but evaluating at 0. = 0™ we
can compute the strength of terms of interest, including
those typically forbidden by the LINC’s parity protec-
tion. In general one may also have an asymmetry in the
applied drive, but this asymmetry can be nearly entirely
nulled through careful microwave design [21], so we focus
only on junction and DC flux asymmetry here.

We first examine the strength of our desired three-wave
mixing process, go1(¢ + ¢7)2pac, to see how the beam-
splitting strength degrades. We find that the strength of
our desired process suffers only quadratically with asym-
metry,

1 v,
92175 | 9ga002 P!

- ErBs0?,;

o o,
002 9dq

0.=0min, g = /2

cos(pa — fa)-
(C10)

To show the fractional change in beamsplitting strength,
we plot the relative change in go1 as a function of asym-
metry in Fig. 8a and find only a moderate reduction for
reasonable asymmetries.
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FIG. 8. Driven process strength in the presence of

asymmetries a, Fractional strength of the desired g21 pro-
cess in the presence of asymmetries. We see that the strength
is primarily dependent upon the asymmetric flux ¢a, and is
second order with respect to both asymmetries. b, strength
of g11, the linear coupling of the LINC mode to a symmetric
flux drive, as compared to the LINC’s linear coupling to a
charge drive ¢{4*"%° ~ E10.,7. c, Parity protection within
the 3rd order nonlinearity. Strength of gia¢ic, that would
permit subharmonic-driving-like processes, as compared to
the desired g21¢ac, is shown as a function of asymmetry for
the drive value |pac| = 0.2r. The above simulations are
performed by numerically computing appropriate derivatives
of the potential and 0.,; as detailed in Egs. C10 to C12.
The behavior of these driven process strengths with respect
to asymmetry has been separately verified by floquet and/or
time-domain simulations.
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Next, we examine the leading-order undesired process,
the linear drive g11(¢ + ¢")pac. The emergence of this
linear coupling term scales as

0*U

zpf 00400, Qo=0min ¢ =7 /2
=0min b y=m

~ _ELﬁZezpf SiIl(¢A - BA)

g1 =10
H (C11)

for small asymmetries. As a benchmark to compare
against, we can consider the alternative case of charge-
driving a LINC which would result in a linear coupling
of g8 ~ E16.,;. From Fig. 8b, we see that the linear
dr1ve strength from the flux drive is still only a fraction
of the linear drive from a charge displacement even for
moderate asymmetry.

From the simulations in figure Fig. 8a-b, we find that
both g2; and g7 have a rather strong dependence on
¢a. This can be well understood through the relation-
ship between the LINC and the ATS. In the absence of
junction and DC flux asymmetry, the circuit operates as
a LINC and generates a pure go; nonlinearity with no
g11 from the parity protection. In the other extreme,
with ¢a = 5, we recover the behavior of an ATS and
have precisely the opposite parity protection, meaning
that go; becomes forbidden while g1; is amplified. So,
as ¢a is changed between the two regimes, we see the
corresponding reduction in g7 and enhancement of gq1.

We now turn to specifically checking parity protection
within the three-wave mixing processes, by looking at the
term g12(¢ + éT)d)iC. For context, note that for an un-
protected mixer like the SNAIL, this driven term would
always only be off by a factor of 0,,; from the desired
mixing process (go1). We find that the protected term,
in the presence of asymmetry, becomes

— 1 (93U 0 +
g12 = 28@1)3890 zpf

U 00,
00400, O¢q

0. =0min y=nm /2

Lezpf [6 + 52 sm(qSA BA)}
(C12)

which is again linearly sensitive to asymmetry. This lin-
ear dependence on A can be seen from the form of
Eq. C9 as the term explicitly appears in the Hamiltonian.
Interestingly, the linear dependence in ¢ A originates from
a modulation of 0,,¢, similar to the LINC’s AC Zeeman
shift. To get a better understanding of how much these
forbidden processes are suppressed as compared to per-
mitted processes of the same order, Fig. 8c shows the
ratio of process strengths (91263 vs. ga19ac) for a cho-
sen drive strength of ¢ac = 0.2mr. As seen below, the
LINC still offers substantial suppression for reasonable
asymmetries. Notably, for a charge-driven mixer, the go1
process would be a factor of 1/6,,; ~ 4 times stronger
than g12.

Overall, while asymmetries can spoil the perfect can-
cellation of many undesired quantities, the LINC is still



rather robust. The LINC’s static properties are preserved
quite well in the presence of small asymmetry, with the
LINC Kerr depending only quadratically on asymme-
try and always having a zero crossing at a slightly off-
set symmetric flux. Additionally, while the strength of
some undesired driven processes are first-order sensitive
to asymmetry, a slightly unbalanced LINC will still sup-
press these processes significantly more than an otherwise
unbalanced mixer like the SNAIL.

Appendix D: Effects of parasitic loop inductance

We now analyze the effect that a loop parasitic induc-
tance has on the static nonlinearity of the LINC potential
energy. In particular, we assume each Josephson junc-
tion in the outer SQUID loop has a stray series induc-
tance (Lp in Fig. 9a), and apply nonlinear current con-
servation methods developed in [65]. We give intuition
for and setup the equations for the analysis below, and
then evaluate the equations numerically for actual com-
parison. Note that because the loop inductance always
shares current with an outer junction, it is difficult to
directly give analytic solutions that are non-parametric.
The case of the series inductance in the coupler arms (Lp
in Fig. 9a) does not face this issue, and we treat it fully
analytically in the next section.

In the absence of the central linear inductance of the
LINC, e.g. in the simple DC-SQUID case, a small loop
inductance would already bring the circuit’s potential en-
ergy to a multistable configuration [66, 67]. Thankfully,
the linear shunt protects the LINC from becoming multi-
stable in realistic geometries, as long as the ratio of loop
inductance to shunt inductance is small. To compute the
potential energy expansion coefficients in the presence
of these inductors, we start from a generic expression for
the potential energy of a two-loop superconducting dipole
with a symmetric external flux ¢q4

U(b,¢) = Uy, ( e — %>+Uc(90)+UR <ec + %) , (D1)

where Uy, g are the potential energies of the left and right
branch, respectively, while Ug is the potential energy of
the center branch, which is nominally just the shunting
inductor’s energy. The m-th order derivative of the LINC
with respect to 6. is then

omu  omUp |, 0mUc , 9"Ur
o0m oo™ * o0m + a0m -

(D2)

Assuming perfect symmetry, these derivatives are evalu-
ated 0. min = 0. We can rewrite these expansion coeffi-
cients as

Umo(¢) = lm (%) + em(0) + 7' <_§>

where [,,, s, and r, are the m-th order derivatives of the
potential energy functions of the left, shunting and right

(D3)
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LINC branches, respectively, evaluated at :I:%. Finally,
for driven behavior, we can also compute the n-th order
derivative with respect to external flux, giving the general
expansion coefficient

Um,n ((25) =

i (2) 0y (2)
g o (5 s ()] 20

For a symmetric LINC with identical junctions and
loop inductances, the potential energies Uy, and Ugr have
the same functional expression, expressed parametrically
as:

n=>0
(D4)

loop

. 2
Ur.r= (Blsm@hﬁ) —Ejcospy,

(D5)
bL.R =P, p+ Bisingy, 5

where Fj,op is the energy of the stray loop inductance,
B, is the ratio between the stray loop inductance and the
Josephson inductance (Lioop/Ly), and ¢ is the phase
across the Josephson junction. The effect of the symmet-
ric flux bias is captured in the junction phases, forcing
wJj, = —pJy = ¢J. Higher order derivatives of Ur g can
be expressed in the same form [65].

Combining these ingredients, the potential energy ex-
pansion coefficients U,,, can be related to external flux
via a parametric relation, noticing that the external flux
¢4 can be expressed as

ba=2(ps+ Bysingy). (D6)
It is then possible to graphically evaluate the exact
expressions of the LINC Hamiltonian expansion coeffi-
cients. We perform this numerically to evaluate effects on
the static LINC in Fig. 9b, c. We expect the loop induc-
tance of the LINC to be geometrically limited to ~ 1 pH/
pm, which for a 100um loop side implies Ligop = 0.2nH
= f[; ~ 0.02 (with Lg ~ 3nH, L; ~ 10nH). We observe
that the static frequency of the LINC as a function of flux
is barely affected for in this range of loop inductance.
This also implies that the parametric mixing strength
93wm ~ 0.5 dwr, /dd4 remains similar. The static Kerr of
the LINC is more significantly affected, with «y =1-10
MHz at ¢pc = 7/2, but the Kerr still has a zero-crossing
very close to half flux, and can therefore always be nulled
out for sensitive operations.

Appendix E: Effect of a series parasitic inductance

We now consider the effect of a parasitic inductance in
series with the LINC loop, which may arise from the geo-
metric inductance of the metallic arms of the coupler that
form the electric dipole necessary for self-capacitance and
coupling. As in Appendix A, we label the phase across
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FIG. 9. Effects of parasitic inductance a, Circuit diagram for the LINC with parasitic loop inductance (Lioop) and series
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b, Kerr at the operating point ¢pc = 7/2 as a function of inductance fractions 5; and 3,. The series inductance has a minimal
effect, but a large loop inductance can introduce significant Kerr. ¢, Frequency and Kerr as a function of operating point ¢pc,
in the presence of parasitic inductances. A series inductor changes the participation of the loop and therefore the frequency
tuning range, but does not change the Kerr-free point. A loop inductance has minimal changes to the frequency, but can

change the LINC’s Kerr. For reasonable loop sizes (< 100 pm,
operating point.

the LINC as 6. (with the flux threading it as ¢4), with po-
tential energy Upinc. We then consider the phase across
the whole effective dipole (LINC + parasitic inductor) as
0, with corresponding potential energy Uiot. Each non-
linear process activated by the coupler is then described
through derivatives of this total potential energy, and can
be analytically derived. We will see that for a symmet-
ric LINC, this parasitic inductance will primarily deform
the potential and dilute the nonlinearity, but not shift the
potential minima — thus preserving the LINC’s linearity
at ¢pc = w/2. We outline our derivation in a pedagogi-
cal manner below, with the actual analytic results for the
LINC Hamiltonian detailed in Appendix E 3.

Since much of the LINC’s advantageous properties,
including its static linearity, come from its symmetry-
enforced selection rules, we want to quantify how well its
parity-protection is preserved in the presence of a para-
sitic series inductance, i.e. whether

O™ Urine (Oc, da)
0 Oy

aern Utot (9, ¢d)
96™ dgn

=0= ~ 0.

(E1)
To evaluate the correspondence in Eq. (E1), we appeal
to the current conservation condition i = ipnc to relate
first-order partial derivatives of U and Upnc, following

Bp ~ 0.01), the Kerr can be nulled by only a small shift in the

2m

methodology similar to [29, 32, 65]. As i = $c 907

ILINC = %’;8%%, the following relation always holds:

8Ut0t o 8LZLINC
00 06,

Higher order partial derivatives can then be computed
from this identity, making it possible to relate par-
tial derivatives of Uiy as linear combinations of partial
derivatives of Upinc, weighted by partial derivatives of
0.(0, ¢4). This requires a change of variables from (6., ¢4)
to the effective dipole variables (6, ¢4), which we outline
below.

ou

and

(0, 94) [0c(6, ¢a), Gal- (E2)

1. Representing the total potential energy and phase

In this section, we analyze the change of variables from
the LINC variables (0., ¢4) to the effective dipole vari-
ables (0., ¢4) and study its invertibility. We define the
bi-variate function implementing the change of variables
as F, such that (0, ¢4) = F(0., ¢4). Let us define the su-
perconducting phase drop across the parasitic inductor
to be 6, satisfying 6 = 6. + 0,,, and its current to be 7.
Our derivation will primarily use the current conserva-
tion relation ipng = 4p.



From the individual potential energies of the LINC and
the parasitic inductor, we know the LINC current to be

0]
’iLINC(Qu ba) = ﬁec + 217 cos ¢gsin b, (E3)

and the current through the parasitic inductor to be

D
ip = 0,.
" oL,

(E4)

Applying current conservation and phase addition to
Egs. E3 and E4, the effective dipole phase reads,

0= 1+ 5p)0.+ 28 cospgsinb, (E5)

where we have defined 8, = L,/L and B; =
2nL,I;/®9 = L,/L;. Eq. E5 thus defines the change
of variable function F. To compute our desired deriva-
tives, we actually require the partial derivatives of the
inverse of this function instead, implementing the change
of variable (6., ¢q) = F~1(6, dq).

We now compute the conditions under which F' is in-
vertible. A necessary and sufficient condition is that the
determinant of J = VF (the Jacobian matrix) does not
change sign for any value of the independent variables.
By computing partial derivatives of F and combining
them into the determinant, we obtain

det(J)(0c, pa) = 1+ B + 25 cos g cos b,.

As det J(0,0) > 0, and by noticing that it is minimized
when cos ¢4 cos . = —1, the condition for invertibility of
Fis

(E6)

1+ﬁp_2ﬂf>03

which is automatically satisfied if the LINC potential
Urinc is single-valued, i.e.

2EJ<EL:>25J<ﬂp=>det(VF)7éO

(E7)

(E8)

2. Computing derivatives of the total potential

We can now proceed to compute the partial derivatives
of F~! by first composing it with F' to form the identity

0 =01[0:(0,04), 6a(0, 04)] (E9)
Defining the generalized participation of the LINC as

am—i—n@c

mn — an 0 10 El
p 20797 (E10)

and computing first-order partial derivatives with respect
to @ and ¢4 on both sides of (E9), we obtain the set of
equations

1 00

= P1o
a6,

) Y
= aecpm Dba’
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Note that the implicit dependence of 6 on ¢4 via 0. is
included in the pp; term. As a consequence, the partial
derivative of 6 with respect to ¢, has to only account
for the explicit dependence on ¢4 (consistently with the
definition of the partial derivative).

We will find it useful to define the dimensionless
Josephson part of the LINC potential, and its partial
derivatives, as

UL +Ur
E;

Oty

Umn = W

= —2cos ¢qcos b,

u(aca ¢d) =
(E12)

The first-order participation ratios of the LINC are then
obtained from (E11) as

1

Po=17 Bp + Bruzo
3 (E13)
pauil

Po1 = = —frPro11-

- 1 + ,Bp + /BJUQO

Additionally, the following algebraic rules hold for Eq.
(E2):

Opmn
90 = Pm+1n
Opmn _ —_—
ofo¥ "
o (E14)
90 = P10Um+1n
OQumn
8¢d = Po1Um+1n +umn+1,

which ease the computation of higher-order coefficients.
One can now apply these rules to compute arbitrary par-
tial derivatives of the effective dipole potential energy
function, noting that the right hand side term of (E2)
can be written as

OULinc .
=FEp 0.+ 2F S g sin b,
2, 1.0c + 2E ; cos ¢pgsin 0, (F15)

= Erpoo + Ejuip.

Defining the partial derivatives of Ui as

Upn := % (E16)
we have from (E2)
omtn
Un+in = W(ELPOO + Eju1o) (E17)

Importantly, U,,, can be expressed as a function of pig
and {7Lij}2i11...m only. For instance, Usg can be computed

applying the algebraic rules to (E15), obtaining

Uso = ErLpio + Ejprouso (E18)



and, deriving Usyy with respect to 6 we obtain

Uso = Erpao + E(plouso + p2ouso). (E19)

The expression for the second order participation ratio
p2o can also be obtained by applying the algebraic rules
to the first line of (E13), resulting in

P20 = —Bipiotso. (E20)
Using this, we then obtain
Uso = |Espio — Bspio(EL + EJU2O>} u30 (E21)
which can be further simplified to
Uso = Epiouso (E22)
by performing the substitution
1
Bi(Er + Eju) = E; <p_ - 1) (E23)
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which can be demonstrated from the definitions of 3,
Br and p1g. Importantly, for the LINC, usy = 0, which
implies g3g o< Usg = 0. For higher order nonlinearities,
performing an additional derivative with respect to 6 will
generate a pyg term, which can be again substituted with
the previously obtained expression. It is thus clear that
Upo can be expressed as a multinomial function of pig
and {’U,Qo, uso, - - - umo}.

We can also take the same approach to compute the
arbitrary derivative U,,,, starting from U;y;, which reads

U1 = Erpor + Ejporuzo + Ejuq. (E24)

Here, pp1 can be substituted by the expression obtained
in (E13), giving

Ull = [EJ - /BJplo(EL + EJU20>] U11~

This expression can be further simplified by performing
the substitution in Eq. (E23), resulting in

(E25)

Ui = Ejprours. (E26)

A further derivative with respect to ¢4 will generate Uy o,
which will contain the participation pi;;. However, piq
can be obtained by applying the algebraic rules to (E13),
as

p11 = —Br(paourr + pigusr). (E27)

In combination with the expression for pog previously ob-
tained, this gives an expression of U;s that again only
containes p1p and U, terms. Thus by recursively sub-
stituting the expressions for py1, p11 and pyg, any partial
derivative of U can be expressed as a multinomial func-
tion of p1g and the set of nonlinear coefficients .
Finally, after the desired order of derivative is ob-
tained, all the quantities have to be evaluated at the
generic flux operating point (Omin, Pmin) = (0, ¢q). Im-
portantly, the invertibility of F, along with (E5), imply
that this expansion point corresponds to (6. = 0, ¢4).
This means that the potential minima is unchanged, and
one can then evaluate arbitrary U,,, at this minima.

20

3. The LINC Hamiltonian with parasitic inductance

Given the derivatives of the total potential Uiy with
respect to 6 and ¢4, we can find the relevant coupler
Hamiltonian in the presence of linear inductance, which
we derive here. Similar to Eq. A6, the Hamiltonian we
derive describes the equations of motion corresponding
to the bosonic operator § = 0.pf [onC] (¢ + é1), which
can be expanded in terms of U,,, as:

Hior = Zf]mn [¢pc] ¢ac (é + éT)m

m,n

. 1 onem
mn ‘= ] (Um;neg;:)f + Unm,o 2]

by
1/4
here 6 (—2EC>
w zpf =
Uz

Note that the parasitic inductance also affects Uz and
hence the spread of the wavefunction 6,,f, whose intrin-
sic flux dependence affects the every flux driven process.

First, let us consider the static Hamiltonian, given by:

m
Hyine = Z Jm,0 (é + éT)

_ Ozpf
gm0 = Um,O if
m!

(E28)

¢pC

We know that the frequency and impedance of the LINC
shifts due to the parasitic inductance, specifically

Us,0 = p1o (Br +2E; cos ¢pc)
p1o = 1+ By + 25 cos ppc
= wr(Bp, ¢pc) = P10 wi(0, épc)

Crucially, this change is just a renormalization of the
LINC’s inductive energy by its linear participation in the
parasitic inductor.

Higher-order nonlinearities are also similarly renormal-
ized by the parasitic inductor, which means they can be
recursively proven to be zero at the operating point, for
the ideal LINC. As an example, the LINC Kerr in the
presence of this parasitic inductance is given by

ar(Bp, opc) = Py ar(0, ¢pc). (E29)

Thus the undriven LINC remains linear at the operating
point of ¢pc = 7/2, and we compute its static behavior
in Fig. 9b, c¢. The driven LINC terms are also similarly
renormalized, for eg with the three-wave mixing strength
changing to:

g3wm(ﬂp7 ¢DC) = pi’éQ gSwm(07 ¢DC) (E?’O)

Overall the LINC with parasitic series inductance re-
tains its static linearity at the same operating point, and



has analytically predictable changes in its driven proper-
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